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What is Machine Learning?
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Machine learning is an application of artificial intelligence (AI) that provides systems the 
ability to automatically learn and improve from experience without being explicitly 
programmed. Machine learning focuses on the development of computer programs that 
can access data and use it learn for themselves.
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https://www.expertsystem.com/machine-learning-definition/

https://www.expertsystem.com/machine-learning-definition/


Different types of machine learning 
algorithms
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Supervised learning: The 
model aim is to map inputs 
to outputs based on known 
inputs-outputs values

Unsupervised learning: 
The model seeks to find 
hidden patterns or data 
grouping from a set on 
inputs without an explicit 
objective or labeled 
response
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Different models will have different effects for 
the same classification problem
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Modified from: scikit-learn.org, by Gaël Varoquaux, Andreas Müller



Models are checked and improved by 
different means
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• K-Fold cross-validation, 
resampling

• Check for under or overfitting

• Compare performance from 
different models

• Optimize for best meta-
parameters
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Machine Learning: Great but not perfect
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Advantages:

• Take into account large 
number of parameters

• Orders of magnitudes 
faster than FEA
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Limitations:

• Incapable of prediction outside 
the bounds of training sets

• Only as good as the training 
set

• Hard to interpret more “Black 
Box” models



Friction Stir Welding (FSW) mixes the material at the 
interface of two metals to bond them together
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Defect index were created to categorize 
different types of defects and their severity
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• 5 years worth of welds

• Inspected for defects sizes down 
to 100 μm
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The dataset contains all known weld 
parameters
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Geometrical parameters Material 
properties

Machine Setup Live 
measurements

Attempted 
prediction

Joint configuration

(Lap joint, butt joint, …) Yield Stress
Rotational

Speed
Pin diameter

Longitudinal & 

lateral forces

Defect Index 

From -1

To 4

Pin Diameter Ultimate Stress Travel Speed
Tool “agressivity 

score” Torque

Pin Feature
Solidus 

Temperature
Forge force

Pin & shoulder 

feature
Specific energy

Top & Bottom sheet 

thicknesses

Insipient melting 

Temperature

Pin tool 

material
Temperature

Number of samples ≈ 500



Building a classification model using 
RStudio
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Example with K-Nearest Neighbors
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• Several models are 
evaluated similarly

• Model performances are 
compared to find the best 
model

• Predictors importance in 
evaluated to identify the 
most relevant ones



Evaluating model performance
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MLP

Average error: 0,689
Scoring Grid

KNN

Average error: 0,553

For this particular problem, a custom metric was developed to take into 
account how far the prediction is from the real value.



Machine Learning could be used to find 
ultivariate process windows
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Objective: For a particular weld, find the parameters for lowest possible defect probability
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Opportunities for future developments 
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• Improve predictive power by instrumenting the machines

• Meta parameters optimization (including predictors scaling)

• “Map” the parameters space with FEA and additional experimental 
tests (data twinning)

• Improve safety by implementing warnings if:

• The prediction comes from FEA instead of Experimental values

• The parameter space is sparse near the required prediction
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On-road Corrosion data
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On-road exposure provides a lot of data on the weather conditions and corrosion 
development of the various samples exposed

ALTec “Development of a Design Support Tool and Accelerated Structural Integrity Qualification Procedure for Corrosion 

Resistance Assessment of Multi-Materials Assemblies Incorporating High Strength Aluminum Alloys”, report #3, July 18th 

2018, D. Gallant 



Development of a new lab corrosion chamber

15

• The first objective of the new chamber is to reproduce the environment and corrosion 

behavior encountered on the road.

• We need to reproduce the environmental conditions: temperature, relative humidity and 

wetness.

• Then, we need to make sure that the same environmental conditions produces the same 

corrosion behavior.
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T/RH probe Time of wetness sensor

Galvanic corrosion samples



Development of a new lab corrosion chamber
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To do this, let’s take a one year dataset from one of the vehicles consisting of 53116 

points. How do we choose which values to send to the chamber to test and calibrate it?

We need to find a way to reduce the 53116 points to a few values that best represent the 

whole dataset?
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T-134 1 year data, Galvanic current vs temperature T-134 1 year data, Time of wetness vs relative humidityT-134 1 year data, Galvanic current vs time of wetness



K-means clustering
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K-means clustering is an unsupervised technique that regroup similar data points into 
clusters. The similarity is evaluated using the Euclidean distances between the points.
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How does K-means clustering works:
1. Initiate K random centroids;
2. Every data point is associated to the nearest 

centroid, creating the clusters;
3. The position of the centroid is then relocated to the 

center of the cluster using the mean value of all the 
cluster’s points;

4. Iterate between 2. and 3. until the position of the 
centroid do not change anymore.

http://ai.stanford.edu

http://ai.stanford.edu/


K-means clustering results
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The optimal number of clusters is found by looking at the metric 

called Within Clusters Sum of Square

Once the optimal number of clusters is known, the clustering is 

applied and the clusters centroids values are used to calibrate the 

chamber
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T-134 1 year data, Galvanic current vs 

temperature, with clustering T-134 1 year data, Time of wetness vs relative humidity, 

with clustering

T-134 1 year data, Galvanic current vs time of wetness, 

with clustering



K-means clustering results
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In reality, the data from the vehicles are time series. To validate how well the clusters represent the 
reality, the best way is to overlap the cluster centers values for each data point over the observed values
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Clusters centroids values



Opportunities
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We have reduced the 53000 data points to 15, now we need to:

• Optimize the clustering

• Test different scaling methods

• Test other clustering methods

• Using data from other vehicles/samples

• Using the clustering to test the new chamber (Can we reproduce real life 
behavior with only 15 values?

• Duplicate the on-road conditions in real time in a simplified manner:
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Real life data 
acquisition

Clustering Lab



Conclusion
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• Machine learning is a very useful tool to get the most out of your data as long as it is applied correctly.

• It can be used with almost any data given some preprocessing to prepare them.

• If you have a lot of data that you don’t know what to do with and how to get the most out of it. Chances are 
good that machine learning can help you!

• In manufacturing, field engineers and technicians are the best placed to accomplish this task since a deep 
understanding of the process is needed to implement machine learning in a meaningful way
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