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Abstract—We examine the problem of determining a user's context of transmitting private information over the Internet,
value for his/her private information. Web businesses often ysers typically value keeping their information private because
offer rewards, such as discounts, free downloads and website o¢ otentially annoying or damaging repercussions, ranging
personalization in exchange for |nform§1t|on about the user, such from misuse of e-mail addresses resulting in spam, to misuse
as name, phone number and e-mail address. We present a ) ) - ' X
technique that helps the user determine whether such an offer is Of credit card information or other data that could result in
acceptable by computing its value in terms of the consequencesidentity theft.
that could occur as a result of such an information exchange.  \While most businesses do all they can to protect customers
Bayesian networks are used to model dependencies in the usersqom gych acts, and state so in their privacy policies, there
utilities for such consequences, and utility elicitation is used to -
reduce the uncertainty of these utilities. We also derive a “bother are St'”, a few prlolblems. -Nu-mber one, customgrs often do .not
cost”, which is used by the elicitation engine to determine the read privacy policies, believing them to be too time consuming
optimal time to stop the question process. A simple example and not completely understandable. Second, users often do
experiment demonstrates the effectiveness of the technique bynot trust businesses to follow their policies, particularly the
significantly improving the user's expected utility in a simple |a5g familiar websites. Third, businesses often indicate that
privacy negotiation. L - . .

they may share certain information with their partners but
do not post their partners’ policies, leaving the users at their
mercy. Finally, people often fear the unknown consequences

A growing concern in today’s Internet is the privacy anthat could result, even if policies are followed properly and
protection of one’s personal information. Obtaining personalformation is not misused. For example, consider clothing
data from visitors and customers is of huge importance amosi@res A and B, who each purchase from distributor D. An
e-commerce websites. Such information helps businessestaployee of A secretly buys clothes online from B. B’s
better serve their customers by updating their websites ddvacy policy indicates that certain information is shared with
meet changing demands and demographics, to attract Mmew\who in turn may share it with A), but all identifiable
business by learning how to effectively target advertisemenisformation such as name and address is kept secret. The only
and also to run more efficiently simply by retaining pertinenhformation that D requires is age, occupation and city (which
information about their customers in their own database. Biperceives to be unidentifiable information), to identify target
addition, some businesses may transmit this data to thadmographics for various items. The CEO of A could then
parties, perhaps for financial gain or simply as necessasgceive this information, and may be able to conclude that
information sharing with integral partners that need to malhis particular employee shops with the competitor, perhaps
use of the data. Regardless of use, personal informationhafcause the CEO knows that this employee is the only one
users has a great value on the Web today. that fits the description. This could thus hinder the employee’s

Unfortunately for these websites, users do not generaliglvancement in the company, or possibly even lead to termi-
freely give away their private information. One issue is usergation.
trust of the security of information transferred. Security has Due to these inhibitions on the part of the users, potential
always been an issue in communications, since there is a desi®mmerce transactions are lost. To combat this, websites
to keep certain information from an interceptor that may act tten make offers to customers in exchange for their private
the disadvantage of the sender. For centuries, even millennidprmation in the form of discounts, website personalization,
this was the domain of cryptography. The reason was obviofi®e memberships or software downloads. The idea is that
The information had value for both the sender and the intercépsomething has value, then you can buy or sell. From an
tor. The exact value for such information was not discusses;onomic point of view a central question is to determine the
it was usually clear, particularly in military situations. In themarket value of the product to be sold. For this, we assume

I. INTRODUCTION
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. . . . . <STATEMENT>
a simple scenario that contains a seller of information (the  .pyrpOSE>

user) and a buyer (usually a company). The company makes <telemarketing/> <admin/>
the first step by offering some compensation and advantages </PURPOSE>
to the user if some information is given to them. For such a <RECIPIENT><ours/></RECIPIENT>
transaction to take place, the two sides must agree on a price. :EE¥E\IGTIIQ%NU>P<>mdeﬂn|tely/></RETENT|ON>
Here we face the additional problem that both seller and buyer <DATA ref="#user.name.given"/>
have very different views on the value of the information under <CATEGORIES><physical/></CATEGORIES>
consideration and the usual mechanisms of supply and demand  </DATA>
do not work. In particular, the seller needs to get advice on_</DATA-GROUP>
what the buyer can do with the obtained information and GHSTATEMENT>
what an appropriate compensation might be.
In a sales situation where there are no fixed prices, ne-

gotiation can take place. In mathematical economy, such

questions are associated with the concept of utility [7], [910 be asked. We examine a notion referred to as the “bother

A mathematical approach for negotiating exchanges of privaégst,, of asking a question, and use this to determine whether

information for compensatl_on is given by Buffett et al. [z]the information gain from the next question is worth bothering
The results are formulated in such a way that the Platform ff?{e user further

Privacy Preferences Project (P3P) [6] can be used.

The problem is that users need to determine their per- |l. PLATFORM FORPRIVACY PREFERENCESPROJECT
sonal value for private information as a function of both the (P3P)
market demand for such information as well as the possibleThere are various ways to collect personal information

consequences to the individual of giving it away. A basifom the Internet: asking the user directly, accessing legit-
assumption made by Buffett et al. is that all the involvegnate user agents, sharing “cookie” files between websites,
utilities are known. In fact, otherwise a negotiation makesy jjlegitimately invading private storage. We do not consider
little sense. It is, however, a non-trivial step to get access jigitimate uses here, but many users do not understand the
these utilities. To make matters worse, the utilities are highltent of access to their private data even via legitimate
individual and context dependent. We discuss a framewoikethods. An important first step is to make policies on
for such situations with the main target to support the user fgg|lecting data explicit, so W3C has developed the Platform
determining the price for the information. Because we canngj Privacy Preferences (P3P) [6]. P3P is used by websites to
expect a universally valid formula for utility, this is not onlyexpress their privacy practice. A computerized agent, acting
a computational problem; it rather requires a careful analyg pehalf of the user, can fetch and read the P3P policy file,
of the whole situation. can inform the user about the site’s privacy practices and can
Our approach to the problem utilizes the concept of utilityhake an automatic or semi-automatic decision on behalf of
elicitation, as proposed by Chajewska et al. [3]. In thige yser.
framework, a prior probability distribution over the true utility The P3P policy file is an XML file that is defined for
for each alternative is assumed, and questions are then ask&ain regions of a website or the entire website. Each P3P file
in an effort to determine the user’s true utilities with mor@ontains at least one statement, and each statement describes
certainty. The next question to ask is chosen as the one t{#at data will be collected, with whom it will be shared, for
will provide the highest increase in the expected utility ofiow long it will be retained and for what purpose. Figure 1
the chosen strategy when answered. Such a question will tRugws an example P3P statement requesting an element of the
provide an answer that will significantly reduce uncertaintgphysicay' category (specifically the user’s given name), and
about an aspect that is important to decision-making in thggicates that this information will be used for telemarketing
particular strategy. To account for dependencies in the dajad website administration purposes, that there are no intended
we model the set of information statements as a Bayesiatipients other than the requestor itself and that it will be
network. For example, if the user has a surprisingly low utilityetained for an indefinite period of time.
for the consequence of telemarketing, then it is more likely that|n this paper, we refer to private information in the context
her utility for any other consequence that involves her phogg 3 P3P statement. Specifically, we denote a P3P statement
number is low. Thus the answer to any single question may g tuple(d, r,p,7) denoting a setl of data, a set- of
reduce the uncertainty of our beliefs about the user’s Ut”i%cipients, a sep of purposes and a real-valued retention
for several alternatives. time 7. The techniques described in this paper are however

In Utlllty elicitation there are two central prOblemS: deCidin%uite generaL and should be app|icab|e in any |anguage for
which question to ask next and deciding when to stop askingformation exchange.

Users will be unlikely to use a system that asks several

questions each time a new website is visited. In many cases, I1l. THE VALUE OF INFORMATION

users’ attitudes toward privacy change very little between The value of some information (as of anything traded) is not
websites, and thus perhaps very few (or zero) questions needinternal property of the information, but is rather defined

Fig. 1. An example P3P statement
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by the actions that can be made possible by using it. Thebat are intended and agreed upon and those that arise from
actions have two aspects, from the buyer’s view and from théusing the obtained information. Typical examples for the
seller’s view, since they have a very different impact on thesiest kind are that the address is given to other companies
two parties. who send mail or email or that certain amounts of money

First it has to be described what kind of information isire charged to the credit card. Unintended consequences are,
the subject of the trade. This can be of a different nature, ot example, that third parties have access to the credit card
usually the information is concerned with personal or business that the name of the seller is used in unforeseen contexts.
aspects of the seller. Next the possible actions for which thkere the reliability of the buyer plays a large role. The problem
information will or might be used must be determined. Sudbor the seller is that such unwanted consequences are difficult
actions are to the benefit of the buyer but may create costs tnforesee and, in an actual situation, important aspects may
terms of money but also of other unwanted circumstances) foe overlooked. For this reason a systematic investigation of
the seller. In addition, the information may also fall into thactions is necessary.
hands of an unforeseen third party.
C. Actions

We are interested in actions that can be performed by

The buyer is interested in the information because it cahe buyer or some other agent because of the knowledge of
improve or simplify future business. Such information helpigiformation bought. For a systematic description we extend
businesses to better serve their customers by updating theé notation for actions by defining them in terms of their
websites to meet changing demands and demographicspteconditions and postconditions. The extended description is
attract new business by learning how to effectively targag follows:

advertisements, and also to run more efficiently simply by 1) Type of action (e.g., giving address to another institu-
retaining pertinent information about their customers in their tion);

own datab_ase. In.addition, some bgsine_sses may trgnsmit thisy |ntended use, the purpose (e.g., shipping ordered prod-

data to thlr_d part|e§, perhaps fo'r flpanmal gain or simply as ucts);

necessary information sharing with integral partners that needg) Restrictions (e.g., only non-commercial institutions):

to make use of the data. 4) People or company performing the action;

B. The Seller's View 5) Type of' pos_sible abl_Jsg (e.g., giving information to third
party, violating restrictions);

A. The Buyer’s View

The value of the benefits obtained from the buyer are usuallyg) preconditions in the ordinary sense, i.e., those that make
quite clear because they can mostly be formulated directly in * 4 performance of the action possible.
financial terms. We will not be concerned with this matter. . . . . .
What we have to consider is how much compensation the se nly information units are used as preconditions for actions.
should get from the buyer in return. This is up for negotiatiorkl:,eor the pqstcondltlons o'f.the action we have tp dlstlr?gu!sh
but in order to negotiate, the seller has to have an opinion Bﬁtween direct postconditions and those that arise as indirect
what could be a fair equivalent to the disadvantages she mi% fisequences of the action. The nature of _the _|nd|rect conse-
experience by giving away such information. uences depends often not only on the action itself but more

on the purpose of the action. In principle, we consider two

The difficulty in estimating the value of the information to~ . diff tif thev differ in at least f the ab
be sold in terms of the expected disadvantages is that this V&@Egons as ditterent It they ditter in at least one of the above

is usually of indirect nature for the seller. In the first place,es.Crlptlon e_:lemer'lts. o . :
it is given in the form of costs, where these costs are mositl F|.rst we give a list of typical information units that may be
not specified in terms of money. The indirect nature is due T Id:
the fact that other people (not only the buyer) may use thee Name
information in order to perform actions that have a negative » Address
consequence for the person. Therefore, the possible actions Phone number
that can be done are the primary objects to be investigateds Credit card number
The consequences of such actions have a wide variety. They Bank account
range from discomfort to serious financial risks. Because thee Social security number
different costs determine the utility, we deal with a multi- « Employer
dimensional utility. The central problem is then to determine » Position in the company
or at least to approximate this utility. » Financial status
An important aspect is that such negative consequences of Health insurance company, number
actions have a probabilistic character: Certain actions neec Age
not be performed and may not have the worst consequences. S?X
Therefore, we deal with an expected utility. The probabilities ¢ Diseases
involved are often subjective because statistics are rarelyNext we give a list of typical actions, which we group
available. Hence we can distinguish between consequenaesording to their degree of seriousness:
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Without problems (or even useful) : Buyer_ known to|| yes no

« Getting ordered products be reliable?

« Paying a bill If buyer Expected lack Expect No infq
Inconvenient: unknown: of security secure

. Spam Misuse Maybe - No No info
« Unintended phone calls Expected? (probability?)

« Unintended post mail : :

« Listed as customer somewhere

More serious: Fig. 2. Offers and resulting actions in the example

« Information sharing with Boss and company
« Information sharing with Legal authorities (government,
tax, etc)

« Information sharing with Banks

« Information sharing with Insurances (car, etc.)

« Information sharing with Family

« Misuse of credit cards

The severity (i.e., postconditions) of such unwanted conde- Utility and Calculating the Costs of Information Units
quences depends not only on the actions in the prdinary S€NSPetermining the costs (and the utility) of the given infor-
but more often also on the purpose of the actions. For thigiion units for the seller is still a difficult problem. They
reason we have introduced above the extended description.@finot be determined and calculated in a straightforward way,
actions. We associate with each action: and they are often not given in financial terms. This is due to

1) The costs that can often only be estimated and aretiie fact that the seller often does not have enough knowledge

o For eachIU andiu, iu is critical for all @ such that
IU C Pre(a) andIU Uiu = Pre(A).
As long as an information unit is not critical for some action,
it can be given away without negative consequences resulting
from that action.

different dimensions, mainly: in order to predict what kind of trouble might result. For
« Money this purpose the seller has to be supported. The support
o Time could consist of a menu where the seller initially enters some

2) The probability that the action is performed. In order téformation about the situation. Then there could be a response
estimate this we have to observe that each action hasiRere the seller is asked for more information. Finally, some
addition an actor. With this actor some agreement can Bévice is given to the seller. A partial example of such a menu
reached that the information is used for certain actiof$ given in Figure 2.
only. Unfortunately this creates additional problems: ~ The utility (cost) of giving away a set of information units is

« How to precisely formulate for what the informationc@lculated based solely on the expected ut|!|t_y of_the act|_ons
is used and what is excluded from the usage? that can be performed as a result. Non-critical information

« How reliable is the buyer to keep such an agrednits are given away freely; iEzA(IU) = EzA(IU U iu)
ment? then the utility of7U equals the utility off U Uiu. To compute

. How secure is the environment that no third party‘e expected utility of a setU of 'information units, we (a)
can intercept the message containing the informdétermine the seblz A(IU) of actions that can be executed

tion and what are the possible consequences? S @ result of givingU away, (b) determine the user’s utility
i . . . : . for each action inEzA(IU) (to be discussed in section 1V),
The relation between information units and actions: is and (c) compute the expected utility 66/ as a function of
that the latter have information units as preconditions (usinﬁ o P eXp y - .
thHe utilities for the actions and the probability of each action

rolog-style notation): . .
prolog-sty ) occurring, as estimated by the menu responses.

Pre(a) -— dug,iug,...,iu, E. Negotiation

This is understood as follows: in order to perform  On the basis of the above, the negotiation can be started.

all conditions of the list have to be known. Of course, amhere are various ways to organize negotiation between the
information unit may occur in several precondition lists.  seller and buyer (e.g., direct communication, communication

Notation: via legitimate agents, etc.). Eventually these have to be
« For each information unitu, denote the list of all actions summarized in a legally admitted contract. There are two
that haveiu as a precondition withA (iu). types of restrictions that are up for negotiation: 1) Positive

o For a setIU of information units, the setA(IU) of ones: Information can only be used for a specific purpose 2)
actions affected bylU is the set of alla € A where Negative ones: Information must not be used for the following
IU is subset ofPre(a). purposes P, Q, ...

» The setExA(IU) is the set of all actions that can be P3P is a standard for web sites to express their privacy
executed on the basis dfU. For all a € EzA(IU), policy in a machine and human-readable format. This means
Pre(a) C IU. in particular that the web is the communication medium; there
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may be, however, other ways to communicate. APPEL [5] roblem and the criteria used for making those decisions, the
another language developed by W3C. It allows the user to ssfpected utilityEu[r| D] of the strategy given the distributions
up privacy preference rules in a machine and human-readaislecomputed. The goal is then to determine the question to
format. The intention of P3P and APPEL is to help the user sk the decision-maker that will provide the most valuable
protect her privacy when the user browses the Internet. Thidrigormation. Letq be such a question with possible answers.
done in such a way that a policy can be formulated. APPEL df-the user gives théth answer with probability (i) and the
lows an information owner to express conditions under whiglsulting distributions given this new information arg, then
specific information will be released to the information seekehe posterior expected utility after askiggs

Users can use this language to express their preferences for n

what information can be collected by the web sites and what Zp(i)Eu[ﬂ'u)i]

cannot be collected. An APPEL preference file is composed of i=1

a set of rules that express the user's privacy concerns. Thergypijcal questions follow the standard gamble pattern. Let
are three behaviours of APPEL rules: “request’, “limited’; "», and 2 be outcomes such that(z;) and u(z) are
and “block”. a) Request means that the provided evidenggown, andz; = = = z» (1 is preferred overs which is

is acceptable. b) Limited means that the provided evidengfeferred overr,). The user could then be asked the question
is somewhat acceptable. If a URI is provided, the resource“@fiyen a choice between receiving alternative for sure
that URI SHOULD be accessed. However, the request madeyigy a lottery which gives alternative, with probability s
access the resource should be limited; that is, all but absolutglyy ajternativer, with probability 1 — s, which would you
necessary request headers should be suppressed. c) Big@ose?” If the user chooses then we know that(z) >
means that the provided evidence is not acceptable. APPEL: ) s+u(z2)(1—s), otherwiseu(z) < u(z1)s+u(zs)(1—s).

does not allow the information owner in a general way t®nhe probability distribution function fou(z) is then updated
express in terms of rules, for example, that some categoriesetordingly.

but not negative ones. As a consequence, a 10ss of precisifastion to ask, and 3) deciding when to stop asking questions.

are satisfied by one website's policy but the rule with thgyecial challenges inherent when performing utility elicitation
unintended result is activated. The formalism of APPEL by private information.

Wang [10] at the element level was extended so that negative
restrictions could also be handled by introducing a form & Our Model
Boolean logic. Hence, an evaluation engine was obtained thatVe use the technique for utility elicitation described above
accepts APPEL with negation. This was based on a translationderive the user’s utilities as follows. Létbe the business
of APPEL to RuleML (see Boley et al. [1]). The approach wagi.e., the website) with which a negotiation is to take place,
however, limited to the syntactic level. On the semantic levidt A be the set of possible actions that can be executed as
a new difficulty arises because the meanings of certain termsesult of the private information exchange, and gt be
(e.g., “not for marketing purposes”) are often not clear sindhe set of probability distribution functions for the user’s true
they are not universally defined. This has to do with the faatility for each action in the sed, given the business Thus
that the terms used in the protocol are not the ones that the model allows for the user to have different utilities for
seller is directly interested in; the latter are rather a more thre same action across different websites. Alsorldte the
less indirect consequence. In order to be precise one wouhibsen strategy in the current negotiation, andHe{r|Dy]
need some kind of a dictionary to which a reference can be the expected utility of executing, given the beliefsD,
made. about the user’s utilities. Note that in some cagesnight
be quite simple, such as in take-it-or-leave-it negotiations
- o where an offero is proposed by the business and thus the
A. Utility Elicitation strategyr is simply 7(o) = “accept” if and only if we believe

To make effective, rational decisions, one needs a fullat the user’s utility foro is greater than or equal to some
understanding of her utilities for the various choice altethreshold. In these case&u[r|D;] can be quite simple to
natives, as well as the possible consequences that can ac@®pute. In other scenarios, such as multi-round bilateral
from those choices. In domains where there might be sevenggotiations,m can be quite complex and thus computation
such possibilities, accurately determining the decision-make@§ Eu[r|D,] might require more sophisticated game-theoretic
utilities for each possible outcome can be extremely difficulbr decision-theoretic techniques. In either case, we assume that
Research in utility elicitation aims to mitigate the burden dfs computation, or at least its estimation, is feasible.
this task. In the approach taken by Chajewska et al. [3], Each time a website is visited with which a privacy ne-
utility is treated as a random variable that is drawn from gotiation is to take place, the questigrthat maximizes the
known distribution. Given the distribution® and a strategy expected utility ofr is determined. Let, denote the expected
m, which is the sequence of decisions to be made in the curré@mtrease in utility associated with asking Also, a bother

IV. DETERMINING USERUTILITIES



84

costbe is determined, indicating how much the user will be
bothered if another question is asked. This bother cost can be
viewed as the reduction in utility that will be realized by the
user. Thus, the question is asked if and only ifu, > bc.
Once there is ng that satisfies this inequality, the question
period for this website visit is terminated and negotiation can
begin.

C. Composing Prior Utility Distributions

. . - - N Fig. 3. An example Bayesian Network modeling dependencies in utilities
As in many domains, building probability distributions fofior privacy consequences

a user’s likely utilities for the various outcomes in private
information exchange is realistic and fairly straight-forward.
For example, it is safe to assume that most people wihn be difficult to estimate. Very low utilities for name and
have very low utility for consequences such as credit capthone number would certainly imply low utility for telemar-
fraud and identity theft, and likely higher utility for lessketing, but high utilities for name and phone number (indicat-
meaningful events such a company storing the user's name iim@ that the user would not mind very much giving either piece
database. Perhaps for some outcomes there is more uncertafiyiformation away separately) certainly does not necessarily
associated with the user's preferences and thus these distrimply that the utility for telemarketing is high. We utilize the
tions will have higher variances, but these distributions capproach proposed by Cooper and Herskovits [4], which builds
still be estimated nonetheless. The difficulty in constructirgBayesian Network completely from data. In this way, starting
these distributions instead lies in modeling the dependencigish some initial sample utilities, the network can essentially
between utilities. Often a user’s attitude towards privacy dfe learned from the true utilities that are derived from each
some information is not independent of her attitude towardser. Each time a new user’s utilities are elicited, these can be
the privacy of other information. For example, someone wharlded to the database (perhaps maintained by a web service),
has more than average aversion to the possibility of beiagd the Bayes’' net and corresponding conditional probability
hassled by telemarketers is more likely to have a more thdistributions can then be updated.
average reluctance towards spam. Even stronger assumptions o )
of dependency hold when two consequences have a comnkbnPetermining the Next Question
aspect, such as 1) being notified of future offers by phone, andUtility elicitation questions take the form of standard gam-
2) telemarketing from third parties. Since both consequendsies, as proposed by Chajewska et al. [3]. Cebe the set of
have a common aspect (being bothered at home by phorgnsequences that can arise from the impending information
then perhaps a user’s utilities for these are not independengéxchange, let:(c) represent the possibly unknown utility of
To account for these dependencies, we model the systemaafonsequence € C, and letFu[c] be the expected value of
outcomes as a Bayesian Network. Figure 3 gives a simphe utility. A questiong = (¢, ¢, ¢, s) is acandidateif s is
example of such a network, where five consequences arerobability in [0,1] (called a split pointy;~, ¢™ andc are in
shown: C, u(c™) andu(ct) are known, andi(c™) > u(c) > u(c™)
is known to be true. Typically:—, ¢ are chosen to be the

'F\,l_: ggrr::p;r:yﬁ ggi nsg:% Eﬁfnpbselrn I?ezia:ﬁe database worst and best option, respectively, and thus their utilities
' bany A ges p » <eeP are known to beu(c™) = 0 and u(ct) = 1 (if utility is

T: Receive unsolicited phone calls from company A for 1 year ) LN NP
E: Company B will be provided with e-mail address normalized to [0,1]). The question is asked: “Given the

S: Receive spam option of having consequenesccur for certain or the lottery
’ ¢, in which ¢* occurs withs probability orc¢™ occurs with
The network in Figure 3 indicates that the user’s utility —s probability, which would you choose? Since we know the
for telemarketing is dependent on her utilities for giving upxpected utility of¢, is Fu(¢;) = u(ct)s+u(c™)(1—s), then
her name and her phone number, and her utility for spatime user's answer tg will indicate whetheru(c) is greater
is dependent on her utility for telemarketing and for havingr less thanEu(¢,). Moreover, since we have a probability
a third party receive her e-mail address. While some of thedistribution function foru(c), then the probabilityp,, that
dependencies may be moderate, such as spam’s dependenayon< Eu({,) (and thusp-,, = 1 — p-,,) is known. The
telemarketing, there is likely a high interdependency betweapt result of asking; is that we will be informed either that
two very similar consequences, such as third party e-mail antc) < Eu({,) with p.,, probability, or thatu(c) > Eu({,)
spam. It is likely that if we can ascertain the user’s utilitwith p., probability.
for having a third party receive her e-mail address, we can beThe value of a question is determined as the increase in
quite certain about her utility for receiving spam. expected utility Fu[r] of executing the strategy that will
Judging these conditional probabilities can be difficulbe realized as a result of obtaining this new information. Let
Utilities for telemarketing almost certainly depend on those fdtu[r| < ¢,] be the expected utility ofr given thatu(c) <
name and phone number, but the degree of these dependenEigg,], and Eu[r| > ¢,] be the expected utility of given that
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u(c) > Eult,]. Then the expected utility of after askingg Qﬁzgg‘;zgg
is Addr P(A=0.6)=0.4
Mean: 0.51
St Dev: 0.83
Bulr|q] = Bulr|</ly]-p<e, + Eulr|> L] pse, (1)
P(J=0.4)A=0.4)=0.8 ! P(=04)057
. . s P(J=0.5/A=0.4)=0.2 =
and thus the expected increase in utilityds[w|q] — Eulr]. Sy AR L) PO09=04
The questiory that maximizes (1) is deemed the next question P(J=0.5/A=0.5)=0.3 un Mean: 0.443
to ask P(J=0.4/A=0.6)=0.3 St Dev: 0.05
’ . . . . P(J=0.5|A=0.6)=0.7
For example, consider the following simple privacy ne-
gotiation where the website oﬁer§ the user a discount on a P(S=0511=0.4)=05 ! P(S=0.5)=0371
product in exchange for the user’s name and home address, P(S=0.6[J=0.4)=0.4 P(S=0.6)=0.4
which may be given to a third part.y. The negotiation is simply Eiggiiggg; @ '\Pﬂ(zn(?.gggézzg
a take-it-or-leave-it type. We estimate that the consequence P(S=0.6/320.5)=0.4 St Dev: 0.076

“receive junk mail” will occur with .8 probability as a result P(S=0.713=0.5)=0.4

of this information sharing, and that the user's utility for_ . . o -
. . . . Fig. 4. A Bayesian network modeling dependencies in utilities for giving

thI_S Consequen_cle lies somewhere in the ra{'m 06] with away address, receiving junk mail, and receiving spam

uniform probability. Assume that the discount being offered

is such that the user will accept the offer if and only if the

utility for the associated consequences is 0.54 or higher. ThiRus the expected utility of the strategy after askinig

is equivalent to stating that the user achieves utility equal to

the utility of the consequences if the deal is accepted, and By

otherwise achieves 0.54. Thus the strategy for the affex 0.54-0.67 + 0.64- 0.33 (4)

m(o) = accept iffu(o) > 0.54. Since the user's expected 0.573

utility given that the consequence occurs is 0.45, and thus the

expected utility given that it has a 0.8 chance of occurring fsking ¢ thus increases the expected utility ofoy 0.033.
Eufo] = 0.45- .8 + 1-0.2 = 0.56 (we assume that the utility !N more complex situations such as bilateral negotiations,

of no consequence is 1), then the user should accept the off utilities of several possible consequences may need to be
and expect 0.56 utility. derived. Since we model the dependencies in user utilities,
However, there is a chance that the user's true utility RPMe simple questions may effectively inqrease the ut.ility cer-
below 0.54, and thus there is a possibility that we have wrondfjinties over several consequences. Consider the partial Bayes
advised her. If we could further ascertain the user's true utilit)t in Figure 4. In this network, the user's utility for spam
we can reduce the chance of such ill-advised suggestions, hdependent on her utility for receiving junk mail, which is
consequently increase the expected utility of the transactigfgPendent on her utility for a third party receiving her address.
Let ¢ = (telemarketing, nothing, junkmail,0.5) be the Conditional probab|I|ty_dlstrlbutlons are given to the_lef_t of_the
question that asks whether the user would prefer receiving juikPendent nodes, while the overall probability distributions
mail for sure or a lottery,, in which she would receive nothing@'€ given to the right as well as the means and standard
with probability 0.5 and telemarketing (assumed to have utilifeviations. In Figure 5 we see the effect of eliminating an
0) with probability 0.5. SinceFu[¢,] = 1-0.5 + 0-0.5 = 0.5 outcome for thlrd_party receiving address (l.e., that the user's
and the utility for junk mail lies uniformly in0.3,0.6], then _ut|I|ty is 0.6). N(_)t_|ce how the subsequent mcreas_eq certainty
we know with probabilityp,, = 2/3 that ¢, will be chosen, in the user’s ut|I_|ty for address .(we.now knovy it is either
indicating that the utility for junk mail lies in the uniform 0-4 or 0.5) has increased certainty in our beliefs about the
range [0.3,0.5] (with expected utility 0.4), and with probabiligfiePendent nodes. Before the elimination of this outcome, the
p>¢, = 1/3 that junk mail will be chosen, indicating that theStandard deviations for the utility distributions for junk mail

utility for junk mail lies in the uniform range [0.5,0.6] (with @1d spam were 0.05 and 0.076, respectively, while after the
expected utility 0.55). Thus, elimination they fell to 0.043 and 0.073. Therefore, when

determining the effect of asking a question on a strategy
that may consider several privacy outcomes and thus several

wlq] = Euln|<ly] p<s, + Buln|>Ly] psy,

Eu[r|<ty] = max{Eu[junk|<(g]-0.8+1-0.2,0.54} consequences, considering the indirect effect on other utility
= 3122{0.4' 0.8+1-0.2,0.54} distributions can be extremely advantageous.

(2) E. Stopping Criterion
In information-gathering scenarios such as the one discussed

Euln|>¢,] = max{Euljunk|>£,]-0.8 +1-0.2,0.54} in this paper, it is crucial to find the right balance between ob-
= max{0.55-0.8 + 1-0.2,0.54} taining potentially useful information and avoiding bothering
= 0.64 the user unnecessarily. To this end, we propose that the agent

(3) should stop asking questions when the most promising next
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A0 02 which this user has been subjected in recent sessions.
Addr lf\’éA:QS):SO First, we definex = 1.26 — 0.05w. This yields a value very
St Dov: 0.0 close to 1 for users with a moderate willingness levek{ 5)

and a value below or above 1 for users who are more or less
P(J=0.4/A=0.4)=0.8 I willing to interact, respectively.

P(J=0.5|A=0.4)=0.2 }ﬁgig‘s‘;zgg We also keep track of the degree to which the user has
EE}i&;‘IﬁZﬁéiZgﬁ @@ Mean. 0.424 been bothered recently. L&tbe the set of the ten most recent
P(J=0.4/A=0.6)=0.3 St Dev: 0.043 sessions initiated by the user, where a session is defined simply
P(J=0.5|A=0.6)=0.7 as a visit to a website. For eagte S, letng(s) be the number

of questions that were asked of the user during sessiand
ggig:zligf&:g:i v ig:g:gig;‘% let t(s) be the time that has elapsed since sessjaneasured
P(8=0.7/]=0.4)=0.1 @ P(8=0.7)=0.175 in minutes.

P(S-0.51170.50.2 Mean: 0.575 We define the recent bother experienced by the user as

P(S=0.6/1=0.5)=0.4 St Dev: 0.073
P(S=0.7/1=0.5)=0.4

t
Fig. 5. The network from Figure 4 demonstrating the reduced standard rb= Zﬁ (S)WI(S) )
deviation of each dependent action after a possibility for address utility (i.e., seS
thatu(A) = 0.6) is eliminated

where 3 is a discount factor betweeh and 1. The intuition
behind this formula is to measure the number of times the user
question has an expected value that falls below some threshbi@s been asked questions in past sessions, but to give recent
As described in Section IV.B, we achieve this by terminating@uestions more weight in this calculation than questions that
question period as soon as there is no questitimat satisfies happened further in the past. The factbis used to control
the inequalityu, > bc, whereu, is the increase in utility how “forgetful” a user is of previous interruptions, and should
associated with asking questignand wherebc is the bother simply be determined by the system designer.

cost. Finally,
Furthermore, because different users have different attitudes
toward privacy and different tolerances for interruptions from v (1= altrd)
semi-autonomous systems, we propose that this threshold be = W 6)

should be user-dependent. In this section, we outline how the

notion of “bother cost” presented by Fleming and Cohen [&here~ is a scaling factor that keeps the bother costs con-

can be modified to suit our needs. Throughout the sectimgistent with the scale of utilities. The result is that users with

we define many variables that should in fact be defined amderate willingness values have a nearly linear bother curve,

functions that depend on the userFor example, the bother while patient and impatient users will have more logarithmic

costbc should be represented as a functieffu). However, or exponential curves, respectively.

to simplify the notation, we omit the parameterand write As an example, suppose a user has indicated a will-

this simply asbc. ingness level ofw = 9 on a scale ofd to 10. Then, o =
When a particular user first employs our system, she will26 — 0.05w = 1.26 — 0.05(9) = 0.81.

be informed that she will be asked questions occasionallySuppose also that = 0.95, and that, in this user’s last ten

regarding her attitudes toward giving away certain pieces @bits to websites, she was asked one question 10 minutes ago,

personal information. She will then be asked to indicate hene question 30 minutes ago and one question 60 minutes ago.

willingness to field such questions, on the integer scale fronT®en,

to 10. A user who is very willing to interact with such a system

might choose a value of 10 (perhaps because she is very

concerned about privacy issues), while a user who is unwilling ,p — (0.95)1°(1) + (0.95)%°(1) + (0.95)%°(1) = 0.86.

to interact might choose a value of 0 (perhaps because privacy

is less important to her or because she is particularly annoyegting)ly, using a value ofy = 0.02,

by unexpected interruptions). For a particular user, we use the

notationw to represent the willingness of the user to interact

(1—gltrd
with the system. For future work, we intend to implement a be = %

learning technique for refining this value based on observations = %?'SS%) (7)

of the user’s subsequent behaviour. However, for the purpose — 0034

of this paper, we assume that the user can provide a reasonably

accurate estimate. If the most promising next question has an expected utility

We will define the bother cost as a function that dependgin v, that is greater thaf.034, then the agent will ask the
on the user’s willingness to interact and on the past botherdaestion. Otherwise, it will stop asking.
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Offer ' Resulting Actions P(J=0.2)=0.3
1.nacalJ B Sa P(J=0.5)=04 J P($p=03)=04
2.n,ap |TJ Sa P=08)=03 P(Sp=09=06
3.ep, ai,s| G, Sp
4.n,c,a,s| G, B
» Gal, ' P(T=0.2/Sa=0.4,5p=0.4)=0.9
5.npec|TSpB P(S=041-0.2)=08 il P(T=0.8|Sa=0.4.5p=0.4)=0.1
H(Sa04-059-04 P(T-089m04.59-00-05
s e
OFFERS AND RESULTING ACTIONS IN THE EXAMPLE P(Sa=0.7}=0.8)=0.9 P(T=0.2/Sa=0.7.5p=0.6)=0.2
P(T=0.8/Sa=0.7,5p=0.6)=0.8
P(B=0.1|Sa=0.4)=0.6

P(B=0.4/Sa=0.4)=0.3 @
P(B=0.7|Sa=0.4)=0.1 B @ P(G=0)=1
P(B=0.1/Sa=0.7)=0.1
V. EXPERIMENTATION PB0AR0.7)02
To illustrate the effect of our method on the expected PE=75=07=07
utility of a negotlatl_on Strat_eg% we tested the_ technique M. 6.  The Bayesian network for the example, indicating the conditional
an example private information exchange. In this example, th@bability distributions

website seeks the following information from the user: name

(n), address (a), e-mail address (e), company (c), academic Action a | Eula]
institution (ai), student number (s), and phone number (p). ?p 8:26
Thus the entire set of information units being sought is denoted T 0.5121
by IU = {n,a,e,c,ai,s,p}. The setA of actions that could g 8-;‘539
occur as a result of releasing the information/i is o 0
Spam Sp -e TABLE I
Junk mail ) J ~-na INITIAL EXPECTED UTILITY OF EACH ACTION
Telemarketing T =-np
Get grades G :-ais
Notice to boss B :-nc
Visit from salespeople Sa :-a get grades with 0.4), then the updated utilities suggest that

Negotiation in this example comes in the form of a Singloffer 3 is still the best with expected utility 0.7767. If the

) f h h ilities indi h ffer 2
round of offers from the website, where the user can selq %er prefers J, then the updated utilities indicate that offer

. . ) ith utility 0.8429. Si =0. = 0.
which one she prefers. The offers and the consequential actlgr%g ((a)?/te\rlgrl etj('[rgletztg d8uti|?tysolp ;ﬁiﬁg tr?e7qiggﬁg%a[£| i
that can arise are given in Table I.

. , : , S lUg) p<e, + Eulr] > ly]- pse, = 0.7767-0.7 + 0.8429-0.3 =
The task is to determine this particular user’s utilities fo 7965, giving an increase o6.7965 — 0.7767 = 0.0198.

each of the possible actions, and subsequently for each offer... .
. ! ) - S Given that the user chooses, the next question that
We begin with the prior conditional probability distributions 0sey q

. . N .“produces the highest increase in expected utilityg'is=
given by the Bayesian network in Figure 6. After consultatio
with the user, we give the worst action (get grades) utility - {}, 9, 0.5). If the user prefers the lottery then the updated

: ; - tilities suggest that offer 3 is still the best with expected
and consider the lack of an action to have utility 1. Table 99 P
gives the expected values of the user’s utilities, based on this

network. The utility of an offer is computed based on the user’s Offero | Eulo]
utilities for the actions that may result. For simplicity in this ; 8-%‘13
example, we assume that (a) all action probabilities are 1 and 3 0.7767
thus probabilities are ignored, and (b) utility is additive, thus 4 0.7375
the function 5 0.7662
/ TABLE Il
EU(A/) = Z u|1(Z|) + |A| A||A | (8) INITIAL EXPECTED UTILITY OF EACH OFFER

acA’

is used to determine the utility of a sét C A of actions. The

utility is simply the average over the sdt where an action 1 0.7092 0.8367

not appearing ind’ gets utility 1. The utility of each offer is 2 0.7271 0.8429
; ; ; 3 0.7767 0.7767

given in Table Ill. The user should choose offer 3, expecting 2 0.7288 07578

a utility of 0.7767. 5 0.7521 0.7991
The question that produces the highest increase in expected

utility is (G, {}, J,0.6). Table IV shows the resulting expected TABLE IV

utility of each offer for each answer t@ If the user prefers NEW EXPECTED UTILITIES GIVEN THE TWO ANSWERS FOR QUESTION

the lottery/, (receiving no consequence with 0.6 probability,

Offer o | Fulo|</tq] | FEulo]>{4]
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X E“[0|0<6%]2 E”[O‘O>7€7qé]2 E“[‘";ggé]z E“[Oliégé]z automated exchange of privacy policies. Experiments show
2 0.6959 0.7799 0.7783 0.8783 that, in domains such as this where a user’s utilities over the set
3 0.7767 0.7767 0.7767 0.7767 of consequences contain several interdependencies, uncertainty
g 8';238 8;323 8;24712 8'2212 can be reduced for several outcomes by asking relatively few
' ' : : questions. This reduced uncertainty leads to better decision-
TABLE V making, and consequently higher utility.

NEW EXPECTED UTILITIES AFTER EITHER QUESTION OR¢"' IS ASKED For future work, we plan to further pursue research in
utility elicitation with the goal of determining more effective
techniques that exploit the interdependent nature of private

Action | Prior St dev | Post St Dev information utilities. One problem with the standard technique
?p 8:2322 8:%833 used here is that the expected utility of a question is computed
T 0.2997 0.1978 myopically. This means the value of the question is computed
B 0.2591 0.2070 without considering the value of subsequent questions. Con-
Sa 0.1497 0.0270 sider the example presented in section V. While we twice
TABLE VI found the best question to ask, together these questions may

not have been the most effective pair. More consideration
should be given to determining which question will lead to
more good questions.

Also requiring further examination is the determination of
the bother cost. In particular, refining the user’s willingness
utility 0.7767 (see column 2 in Table V). Otherwise, offer 5 igalue over a number of sessions is necessary since (a) the
best with utility 0.808 (see column 3). So the overall expectétser is not likely to accurately determine her own willingness
utility of asking the question i8.7767- 0.629-+0.808-0.371 = Vvalue, and (b) the user’s true value may change over time.
0.7883, giving an increase of 0.0116. Machine learning techniques could be used to constantly ob-

Otherwise, if the user does not choogg in the first serve the user's behaviour (e.g., when questions are answered
question, the next question that produces the highest incre@gégnored) and update the willingness value accordingly.
in expected utility isg” = (G, {},T,0.5). If the user prefers We also plan to examine how a user’s utilities may change
the lottery, then the updated utilities suggest that offer 1 @Iring a negotiation. If the website is very insistent on
best with expected utility 0.8362 (see column 4 in Table Vpbtaining a particular type of data, one may conclude that
Otherwise, offer 2 is best with utility 0.8783 (see column 5}his data is worth more than what was initially expected. Thus
So the overall expected utility of asking is 0.8362-0.354+ the user may lower her utility for giving it away, and perhaps
0.8783-0.646 = 0.8634, giving an increase of 0.0205. demand more compensation in return. It may also be worth

Just by asking two questions in the elicitation procesklvestigating the construction of negotiation strategies that can
the expected utility rises from 0.7767 @7767-0.4403 + be used to elicit the website’s utilities for the user’s data.
0.808-0.2597+0.8362- 0.1062+40.8783- 0.1938 = 0.8108. To REEERENCES
further illustrate the. effect on uncert.e}lnty, the expegted valu | H. Boley, B. Grosof, M. Sintek, S. Tabet, and G. Wagner. RuleML
of the standard deviations for the utility of each action, before ™ gesign version 0.87. http:/www.dfki.uni-kl.de/ruleml, 2004.

and after the questions are asked, are given in Table VI. [2] S. Buffett, K. Jia, S. Liu, B. Spencer, and F. Wang. Negotiating
exchanges of P3P-labeled information for compensatamputational

VI. CONCLUSIONS ANDFUTURE WORK Intelligence 20(4), 2004. To appear.
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