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Abstract. The growth of the Internet is increasing the deployment of e-services in such 
areas as e-business, e-learning, and e-health. In parallel, the providers and consumers of 
such services are realizing the need for privacy. The widespread use of P3P privacy 
policies for web sites is an example of this growing concern for privacy. However, while 
the privacy policy approach may seem to be a reasonable solution to privacy 
management, we show in this paper that it can lead to unexpected feature interaction 
outcomes such as unexpected costs, the lost of privacy, and even cause serious injury. 
We propose a negotiations approach for eliminating or mitigating the unexpected bad 
outcomes.  

 
 
1 Introduction 
 
The growth of the Internet has been accompanied by a growth in the number of e-services 
available to consumers. E-services for banking, shopping, learning, and even Government 
Online abound. Each of these services requires a consumer�s personal information in one form 
or another. This leads to concerns over privacy. Indeed, the public�s awareness of potential 
violations of privacy by online service providers has been growing. Evidence affirming this 
situation include a) the use of P3P privacy policies [1] by web server sites to disclose their 
treatment of users� private information, and b) the enactment of privacy legislation in the form 
of the Privacy Principles [2] as a sort of owners� �bill of rights� concerning their private 
information. We take a policy-based approach in privacy management. We believe this offers 
both effectiveness and flexibility. Both providers and consumers have privacy policies stating 
what private information they are willing to share, with whom it may be shared, and under 
what circumstances it may be shared. Privacy policies are attached to software agents that act 
as proxies for service consumers or providers. Prior to the activation of a particular service, 
the agents for the consumer and provider undergo a privacy policy exchange, in which the 
policies are examined for compatibility. The service is only activated if the policies are 
compatible (i.e. there are no conflicts). Figure 1 illustrates our policy exchange model. For the 
purposes of this paper, it is not necessary to consider the details of service operation.   

Given the above scenarios, we show how the privacy policies of consumers and 
providers can interact with unexpected negative consequences. We then propose an approach 
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to prevent or mitigate the occurrences of such consequences. Traditionally, feature 
interactions have been considered mainly in the telephony or communication services domains 
[3]. More recent papers, however, have focused on other domains such as the Internet, 
multimedia systems, mobile systems [4], and Internet personal appliances [5].  

Section 2 looks at the content of privacy policies by identifying some attributes of private 
information collection, using the Privacy Principles as a guide. Section 3 presents a 
categorization of privacy policy interactions with their outcomes. Section 4 proposes an 
approach to prevent or mitigate the occurrence of negative consequences from privacy policy 
interactions. Section 5 gives conclusions.  

 
 
 
 
 
 
 
 
 

 
2 Privacy Policies 
 
We identify some attributes of private information collection using the Privacy Principles [2] 
as a guide.  We will apply these attributes to the specification of privacy policy contents.  

Table 1. The Ten Privacy Principles Used in Canada 

Principle Description 
1. Accountability An organization is responsible for personal information under its control and shall 

designate an individual or individuals accountable for the organization's compliance 
with the privacy principles. 

2. Identifying 
Purposes 

The purposes for which personal information is collected shall be identified by the 
organization at or before the time the information is collected. 

3. Consent The knowledge and consent of the individual are required for the collection, use or 
disclosure of personal information, except when inappropriate. 

4.  Limiting 
Collection 

The collection of personal information shall be limited to that which is necessary 
for the purposes identified by the organization. Information shall be collected by 
fair and lawful means. 

5. Limiting Use, 
Disclosure, and 
Retention 

Personal information shall not be used or disclosed for purposes other than those for 
which it was collected, except with the consent of the individual or as required by 
the law. In addition, personal information shall be retained only as long as 
necessary for fulfillment of those purposes. 

6. Accuracy Personal information shall be as accurate, complete, and up-to-date as is necessary 
for the purposes for which it is to be used. 

7. Safeguards Security safeguards appropriate to the sensitivity of the information shall be used to 
protect personal information. 

8. Openness An organization shall make readily available to individuals specific information 
about its policies and practices relating to the management of personal information. 

9. Individual 
Access 

Upon request, an individual shall be informed of the existence, use and disclosure 
of his or her personal information and shall be given access to that information. An 
individual shall be able to challenge the accuracy and completeness of the 
information and have it amended as appropriate. 

10. Challenging 
Compliance 

An individual shall be able to address a challenge concerning compliance with the 
above principles to the designated individual or individuals accountable for the 
organization's compliance. 
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Figure 1. Exchange of Privacy Policies (PP) Between Consumer Agent (CA) and 
Provider Agent (PA) 
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We interpret �organization� as �provider� and �individual� as �consumer�. Principle 2 

implies that there could be different providers requesting the information, thus implying a who. 
Principle 4 implies that there is a what, i.e. what personal information is being collected. 
Principles 2, 4, and 5 state that there is a purpose for which the private information is being 
collected. Finally, Principle 5 implies a time element to the collection of personal information, 
i.e. the provider�s retention time of the private information.  We thus arrive at 4 attributes of 
private information collection, namely who, what, purpose, and time.  

The Privacy Principles also prescribe certain operational requirements that must be 
satisfied between provider and consumer, such as identifying purpose and consent. Our use of 
proxy agents and their exchange of privacy policies automatically satisfy some of these 
requirements, namely Principles 2, 3, and 8. The satisfaction of the remaining operational 
requirements depends on compliance mechanisms (Principles 1, 4, 5, 6, 9, and 10) and 
security mechanisms (Principle 7), which are outside the scope of this paper. 

Based on the above exploration, the contents of a privacy policy should, for each item of 
private information, identify a) who wishes to collect the information, b) the nature of the 
information, c) the purpose for which the information is being collected, and d) the retention 
time for the provider to keep the information. Figure 2 (top) gives examples of provider 
privacy policies from 3 types of providers: an e-learning provider, an e-commerce provider, 
and a nursing practitioner who uses the Internet to obtain referrals. Figure 2 (bottom) gives 
corresponding  example consumer  privacy  policies. These  policies  need  to be expressed in a  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 

 
 
 

Privacy Policy: E-learning 
Owner: E-learning Unlimited 
 
Who: Any 
What: name, address, tel 
Purpose: identification 
Time: As long as needed 
 
Who: Any 
What: Course Marks 
Purpose: Records 
Time: 1 year 

Privacy Policy: Book Seller
Owner: All Books Online 
 
Who: Any 
What: name, address, tel 
Purpose: identification 
Time: As long as needed 
 
Who: Any 
What: credit card 
Purpose: payment 
Time: until payment complete

Privacy Policy: Medical Help 
Owner: Nursing Online 
 
Who: Any 
What: name, address, tel 
Purpose: contact 
Time: As long as needed 
 
Who: Any 
What: medical condition 
Purpose: treatment 
Time: 1 year 

Privacy Policy: E-learning 
Owner: Alice Consumer 
 
 
Who: Any 
What: name, address, tel 
Purpose: identification 
Time: As long as needed 
 
Who: Any 
What: Course Marks 
Purpose: Records 
Time: 2 years 

Privacy Policy: Book Seller
Owner: Alice Consumer 
 
 
Who: Any 
What: name, address, tel 
Purpose: identification 
Time: As long as needed 
 
 
 

Privacy Policy: Medical Help
Owner: Alice Consumer 
 
 
Who: Any 
What: name, address, tel 
Purpose: contact 
Time: As long as needed 
 
Who: Dr. Alexander Smith 
What: medical condition 
Purpose: treatment 
Time: As long as needed 

Figure 2. Example Provider Privacy Policies (top) and Corresponding Consumer Privacy Policies (bottom) 



machine-readable policy language such as APPEL [6] (XML implementation). The authors are 
presently experimenting with a prototype privacy policy creation system, which will be 
reported in a future paper.   
 
3 Privacy Policy Interactions 
 
Once consumer and provider agents exchange privacy policies, each agent examines the 
other�s policy to determine if there is a match between the two policies. If each agent finds a 
match, the agents signal each other that a match has been found, and service is initiated. If 
either agent fails to find a match, that agent would signal a mismatch to the other agent and 
service would then not be initiated. In this case, the consumer (provider) is free to exchange 
policies with another provider (consumer). In our model, the provider always tries to obtain 
more private information from the consumer; the consumer, on the other hand, always tries to 
give up less private information. We say that there is a match between a consumer�s privacy 
policy and the corresponding provider�s policy where the consumer�s policy is giving up less 
than or equal to the amount of private information required by the provider�s policy. 
Otherwise, we say that there is a mismatch. Where time is involved, a private item held for less 
time is considered less private information. Thus in the policies above, there is a match for e-
learning, since the time required by the provider (1 year) is less than the time the consumer is 
willing to give up (2 years), i.e. the provider requires less private information than the 
consumer is willing to give up. There is a mismatch for book seller (consumer not willing to 
provide credit card data) and a mismatch for medical help (consumer only willing to tell 
medical condition to Dr. Smith). A privacy policy is considered upgraded if the new version 
represents more privacy than the prior version. Similarly, a privacy policy is considered 
downgraded if the new version represents less privacy than the prior version. 

In telecom, the individual features work as designed, but the combination of features 
working together interact and produce unexpected outcomes. In the case of consumers and 
providers, each privacy policy is a statement of how private information is to be handled, much 
like how a telecom feature is a statement of how telecom traffic is to be handled. A privacy 
policy is therefore analogous to a telecom feature. Given any consumer-provider pair, the 
execution of their privacy policies is analogous to the simultaneous execution of two or more 
telecom features, and can also produce unexpected outcomes. Here, �execution� includes the 
examination by the respective agents to determine if there is a match. As for telecom, each 
privacy policy or feature is correct by itself (in the sense that it reflects the wishes of its 
owner), but can produce unexpected outcomes when executed in combination.  

There are also differences with telecom feature interactions. Firstly, telecom feature 
interactions are regarded as side effects of the features. Policy interactions, on the other hand, 
are part of the normal workings of privacy management, i.e. consumer and provider privacy 
policies must interact or work together. There is thus no special mechanism needed to detect 
policy interactions � they occur normally. Secondly, there is a difference in the degree of 
certainty of unexpected outcomes. In telecom interactions, the unexpected outcomes are the 
results of physics, and are certain outcomes. In policy interactions, some unexpected outcomes 
are less certain to occur because they are based on predictions of social behaviour, which can 
be far more difficult to predict than the outcome of physical laws.  

We categorize privacy policy interactions according to how many providers and 
consumers are exchanging policies at the same time and give examples of outcomes under 
each category. These policy interactions represent what we consider would be typical 
occurrences. Example outcomes for simpler exchange structures may also apply for more 



complex structures. This is determined by the degree to which the simpler structure is part of 
the more complex structure. We will indicate when this is the case. Our categorization follows: 

 
A. One Consumer to One Provider Interactions 

This is the case depicted in Figure 1, with one consumer exchanging policy with one 
provider. 
Case 1: Policies match. Provider may begin service. Possible outcomes: 

a) If this match occurred after a series of mismatches with other providers, then the 
newly found provider is probably less attractive according to criteria such as 
reputation and cost (this consumer probably started with more attractive 
providers). 

b) If this match occurred after the provider or the consumer downgraded their 
privacy policies, the provider or consumer may not realize the extra costs that 
may result from not having access to the private information item or items that 
were eliminated through downgrading. For example, leaving out the social 
insurance number may lead to more costly means of consumer identification for 
the provider. As another example, suppose All Books Online in section 2 
downgraded its privacy policy by eliminating the credit card requirement. This 
would lead to a match with Alice�s privacy policy, but may cost Alice longer 
waiting time to get her order, as she may be forced into an alternate slower 
means of making payment (e.g. mail a cheque), if payment is required prior to 
shipping. 

c) The provider now has the responsibility to safeguard the consumer�s private 
data (Privacy Principle 7). The provider may not realize that the cost of the 
safeguard may be very high. 

d) Unexpected outcomes that derive from the specifics of the privacy policies. For 
example, suppose the Nursing Online provider above modifies its policy to 
match Alice�s policy because Dr. Smith is on staff. Alice is able to subscribe to 
Nursing Online. Then if Dr. Smith becomes unavailable due to an accident, just 
at the time Alice needs medical attention, Nursing Online would not be able to 
help Alice � an unexpected outcome.  

Case 2: Policies mismatch. Provider may not begin service. Possible outcomes: 
a) Consumer may decide to downgrade his privacy policy to try to get a match. 
b) Provider may decide to downgrade its privacy policy to try to get a match. 
c) The mismatch may result in a denial of service that has serious consequences, 

where the service is one that is required for safety reasons. For example, if the 
sought after provider is a health services provider, the consumer may suffer 
serious injury. In the example policies for medical help above, there is a 
mismatch due to Alice�s requirement to only reveal her medical condition to Dr. 
Smith. However, if Dr. Smith is not available, a nursing service might still be 
better than no service.  

 
B. One Consumer to Many Providers Interactions 

This is the case shown in Figure 3, where agents for the same consumer exchange the 
same policy with many provider agents at the same time, with each provider agent 
representing a different provider that provides the same service.  

 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 

Case 1: Policies match for at least one provider. Provider may begin service. Possible 
outcomes: 

a) Same outcomes as in A, Case 1. 
b) Where more than one match is found, the consumer has the opportunity to select 

the best provider based on other criteria such as reputation and cost. 
Case 2: Policies mismatch. Provider may not begin service. Possible outcomes: 

a) Same outcomes as in A, Case 2. 
b) The consumer may be influenced by the many provider policies he has seen to 

adjust his privacy policy to get a match with the provider that requests the least 
amount of private information. 

 
C. Many Consumers to One Provider Interactions 

This is the case shown in Figure 4, where agents for different consumers exchange 
different policies at the same time with agents for the same provider.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Case 1: Policies match for at least one consumer. Provider may begin service to that 
consumer. Possible outcomes: 

a) Same outcomes as in A, Case 1. 
b) Where more than one match is found, the provider has the opportunity to select 

the best consumer based on other criteria such as reputation and credit history. 
Case 2: Policies mismatch. Provider may not begin service. Possible outcomes: 

a) Same outcomes as in A, Case 2. 

Figure 3. Exchange of Privacy Policies Between One Consumer and Many Providers 
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Figure 4. Exchange of Privacy Policies Between Many Consumers and One Provider 
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b) The provider may be influenced by the many consumer polices it has seen to 
adjust its privacy policy to get a match with the consumer that offers the most 
amount of private information. 

 
D. Many Consumers to Many Providers Interactions 

This situation is a combination of A, B, and C with the same outcomes.  
 
4 Preventing Unexpected Bad Outcomes 
 
The problem at hand is how to detect and prevent the unexpected outcomes that are bad or 
dangerous. Not all the possible outcomes in section 3 are unexpected or bad. Solutions to 
telecom feature interaction problems are varied, ranging from formal analysis [7] to 
negotiating agents [8] and architectural approaches [9]. In this work, we propose the use of 
privacy policy negotiation between consumer and provider agents to mitigate or eliminate the 
unexpected outcomes that are bad. Consider section 3, category A. In case 1, part a) would be 
less serious since negotiation would reduce the number of mismatches. Case 1, parts b), c), 
and d) may also be less likely to happen since negotiation may force the provider or consumer 
to consider all implications. Case 2 c) would likely not occur since negotiations would reveal 
that Alice�s policy is overly restrictive (see example negotiation below). The new outcomes in 
categories B and C are ones that favour either the consumer or the provider, based on the 
possibility of several matches, or the examination of many policies. These additional outcomes 
are neither good nor bad. It suffices to observe that they are still possible with negotiation, i.e. 
by negotiating several matches or examining many policies concurrently. We have proposed 
methods for agent-based privacy policy negotiation in [10,11]. In these papers, we provide 
formal descriptions of the negotiations process and methods for negotiating in cases where 
there is uncertainty of what offers and counter-offers to make. Table 2 illustrates how 
negotiation can detect and prevent the unexpected bad outcome of having no access to medical 
service when it is needed (read from left to right and down): 

 
Table 2. Preventing Unexpected Bad Outcomes 

 
Nursing Online (Provider) Alice (Consumer) 

OK if a nurse on our staff sees your medical 
condition? 

No, only Dr. Alexander Smith can see my medical 
condition. 

We cannot provide you with any nursing service 
unless we know your medical condition. 

OK, I�ll see Dr. Smith instead. 

You are putting yourself at risk. What if you need 
emergency medical help for your condition and Dr. 
Smith is not available? 

You are right. Do you have any doctors on staff? 

Yes, we always have doctors on call. OK to allow 
them to know your medical condition? 

That is acceptable. 

 
The result of this negotiation is that Nursing Online will be able to provide Alice with nursing 
service whenever Alice requires it. If this negotiation had failed (Alice did not agree), Alice 
will at least be alerted to the possibility of a bad outcome, and may take other measures to 
avoid it. We have assumed that the provider will want to inform the consumer about bad policy 
implications that it knows about. We believe this is a reasonable assumption given that it is in 
their mutual interest to avoid unexpected bad outcomes. 
 



5 Conclusions 
 
The Privacy Principles impose legislative conditions on the rights of individuals (consumers) 
to privacy. They imply that the collection of private information may be done under the 
headings of who, what, purpose, and time. Privacy policies may be constructed using these 
headings to specify each private informational item to be shared. In an online community, 
consumers and providers of electronic services specify their privacy preferences using privacy 
policies. Agent proxies for consumers and providers exchange and compare these polices in an 
attempt to match up a consumer of an electronic service with the provider of that service. 
However, such exchanges can lead to unexpected feature interaction outcomes that have 
serious negative consequences. Rather than a simple matching process, privacy policies should 
be negotiated between consumer and provider to develop a mutually agreed upon policy for 
operation [12]. Such negotiation reduces or eliminates the harmful feature interaction 
outcomes. It does, however, lead to questions regarding revisiting mutually agreed policies, as 
consumer or provider policies change over time. As future work, we plan to continue 
experimenting with a prototype we have built for agent-based privacy negotiation, to identify 
issues and their resolution. We also plan to investigate ways of avoiding harmful outcomes that 
may be used in conjunction with negotiation, forming a multi-pronged approach to preventing 
unexpected bad outcomes.  
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