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The coherent control of light with matter, en-
abling storage and manipulation of optical sig-
nals, was revolutionized by electromagnetically
induced transparency (EIT), which is a quan-
tum interference effect. For strong electromag-
netic fields that induce a wide transparency band,
this quantum interference vanishes, giving rise
to the well-known phenomenon of Autler-Townes
splitting (ATS). To date, it is an open question
whether ATS can be directly leveraged for co-
herent control as more than just a case of “bad”
EIT. Here, we establish a protocol showing that
dynamically controlled absorption of light in the
ATS regime mediates coherent storage and ma-
nipulation that is inherently suitable for efficient
broadband quantum memory and processing de-
vices. We experimentally demonstrate this pro-
tocol by storing and manipulating nanoseconds-
long optical pulses through a collective spin state
of laser-cooled Rb atoms for up to a microsec-
ond. Furthermore, we show that our approach
substantially relaxes the technical requirements
intrinsic to established memory schemes, render-
ing it suitable for broad range of platforms with
applications to quantum information processing,
high-precision spectroscopy, and metrology.
When a strong electromagnetic field resonantly drives

a transition, that transition can be split into a doublet
due to the dynamic, or ac, Stark effect of the field, as first
reported by Autler and Townes [1]. This effect can be di-
rectly probed using a weak electromagnetic field that cou-
ples the split levels to a third level (Fig. 1a-c). Since its
discovery, this splitting, commonly referred to as Autler-
Townes splitting (ATS), has been observed in numerous
atomic and molecular media [2, 3], and extensively stud-
ied to describe underlying quantum optical phenomena
in laser cooling, cavity quantum electrodynamics [4–6]
and high resolution spectroscopy [7–9].
In the context of coherent storage and manipulation of

light with matter, remarkable advances have been made
possible by EIT, which relies on quantum interference
[10, 11]. The ATS regime emerges when this quantum
interference is washed out due to the strong electromag-
netic fields that induce a spectrally broad transparency
window via the ac Stark effect. The crossover between
EIT and ATS, identified with narrow and wide trans-
parency, respectively, is an active topic of research [12–
18], begging the question of whether it is possible to di-
rectly leverage ATS for coherent control of light beyond

treatment as an unfavorable EIT regime. Apart from a
theoretical proposal for a photon-echo interaction in the
ATS regime [19], this possibility remains unexplored.
Here, we develop an approach where absorption of

light pulses by dynamically controlled ATS lines mediates
coherent storage, which is intrinsically suitable for effi-
cient, broadband, and long-lived quantum memories. We
demonstrate an experimental implementation of our pro-
tocol in a Λ-type three-level system of cold Rb atoms by
reversible mapping of coherence from nanoseconds-long
optical pulses on to a collective spin-state of the atoms for
up to a microsecond of storage. Compared to established
techniques [20–26], our scheme is situated in a favor-
able regime for practical implementations, offering signif-
icantly relaxed requirements in terms of optical density,
the power of the coupling electromagnetic field, technical
complexity, robustness to decoherence, and experimental
instabilities. Furthermore, we extend the approach to
coherent manipulations of optical pulses, demonstrating
spectral-temporal pulse shaping, temporal beam split-
ting, and interferometry. As our approach relies on a
generic ATS (without additional control mechanisms or
fragile quantum effects as required in EIT), it is read-
ily achievable in diverse platforms including atomic and
molecular vapours [11], Rydberg atoms [27, 28], optome-
chanical systems [29–32], and superconducting quantum
circuits [33–36]. These general principles can be further
exploited for high-precision spectroscopy, metrology and
quantum technologies including quantum communication
and optical quantum computing.

RESULTS

The ATS quantum memory protocol

We begin with a simplified description of our approach for
broadband light storage, with further details in Methods.
We consider a three-level system in a Λ-configuration in-
volving two long-lived spin levels |g〉 and |s〉 in the ground
state and an excited state |e〉 that can be optically cou-
pled to both ground levels, as shown in Fig. 1a (In prin-
ciple, it is possible to implement this protocol in any
three-level configuration with modifications.) Assuming
that atoms initially populate |g〉, a weak resonant sig-
nal field with Rabi frequency Ωs couples |g〉 to |e〉, and
a strong resonant control field drives the transition be-
tween |s〉 and |e〉 with Rabi frequency Ωc. The coherence
decay rate for the optical transition |e〉 ↔ |g〉 is γe = Γ/2,
where Γ is the radiative decay rate of state |e〉, and the
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rate for the spin transition |g〉 ↔ |s〉 is γs. Provided that
γs ≪ γe, and that the control field has a Rabi frequency
that is ideally much larger than the coherence decay rate
of the optical transition (Ωc ≫ γe), the |g〉 ↔ |e〉 transi-
tion exhibits an Autler-Townes splitting whose peaks are
separated by δA ≈ Ωc (see Fig. 1b and c). Note that the
amount of ATS can be dynamically changed using the
control field power such that Ωc(t) ≈ δA(t) = α

√

P(t),
where α is a system-specific proportionality constant and
P(t) is the control power. This feature plays an impor-
tant role in the operation of our memory scheme, as de-
tailed later.
For the ATS regime described above, we analyze the

dynamics of the resonant atom-light system for N uni-
formly distributed atoms using the Maxwell-Bloch equa-
tions [19, 37] :

(∂t + c∂z)Ê(z, t) = ig
√
NP̂ (z, t), (1)

∂tP̂ (z, t) = −γeP̂ (z, t)+ig
√
NÊ(z, t) +

i

2
ΩcŜ(z, t), (2)

∂tŜ(z, t) = −γsŜ(z, t) +
i

2
Ω∗

c P̂ (z, t), (3)

where Ê(z, t) is the electric field operator for the pho-

tonic field, and P̂ (z, t) and Ŝ(z, t) are the polarization
and spin-wave operators, which are described by the col-
lective atomic coherences of |g〉 ↔ |e〉 and |g〉 ↔ |s〉,
respectively [37]. The strength of the atom-light cou-

pling is g
√
N =

√

cdγe/2L, where d is the peak op-
tical depth and L is the length of the atomic medium
along z, which is the propagation direction of the pho-
tonic field. In the context of photon storage and recall,
Equations 1-3 describe mapping coherence from an in-
put (signal) photonic mode Êin(z, t) = Ê(0, t) (with a
slowly varying temporal envelope over period [0, τ ] such

that ∂zÊ(z, t) ≈ 0) to a spin-wave mode Ŝ(z, t > τ), and
after a storage time T , back to an output photonic mode
Êout(z, t) = Ê(L, t > T ). This reversible transfer be-
tween the photonic and spin components of the system is
mediated by the evolution of the polarization P̂ (z, t) and

controlled by Ωc(z, t), which together with g
√
N , γe and

γs, determine the output photonic mode. We note that
the results of this treatment are applicable to both weak
classical photonic fields (provided that Ωs ≪ Ωc and the
photon number is much smaller than N) and quantum
fields, including single-photon excitations.

With the goal of efficient light storage and retrieval
under optimal conditions (i.e., moderate optical depths
and control intensities), we investigate three related tim-
ing configurations for the input signal and control fields.
In the first configuration (Fig. 1d-f), a control field
with constant power (constant Ωc) generates a fixed
ATS for all times. At t = 0, a short gaussian sig-
nal pulse whose bandwidth spans the ATS enters the
medium [defining the input photonic mode E(0, t)]. In
our protocol, we specify the following relationship be-
tween the signal bandwidth and ATS (Fig. 1d): δA/2π =

Ωc/2π = BFWHM, where BFWHM is the characteristic
signal bandwidth at full-width half-maximum (FWHM),
and τFWHM = 0.44/BFWHM is the corresponding time
of the signal. As the signal propagates through the
medium, it is partially or fully absorbed by the ATS
peaks, and the coherence carried by the signal pulse is
mapped onto the spin levels over the total duration of
the pulse τ ≈ 2.25τFWHM. Immediately after this map-
ping is complete, the signal pulse is coherently recovered
between t = τ and t = 2τ , as shown in Fig. 1e. An
essential feature in this protocol arises from the spec-
tral matching between ATS and the signal bandwidth
(2πBFWHM/Ωc = 1): the pulse area for the control field

Ac(t) =
∫ t

0
Ωc(t

′)dt′ during the absorption and recovery,
each occurring within τ , is

Ac(τ) = Ωc (2.25 τFWHM) = Ωc

[

2.25

(

0.44

BFWHM

)]

≈ 2π.

(4)

Complete analysis of the the atom-light system dynamics
(illustrated in Fig. 1f) show that the storage (absorption)
and recovery processes rely upon the time-dependent os-
cillatory exchange of the coherence between the spin com-
ponent and photonic components with a period 2π/Ωc,
as described by the equations [19]

|S(z, t)|2 ∝ cos2 [Ac(t)/2] (5)

|E(z, t)|2 ∝ sin2 [Ac(t)/2]. (6)

As the coherence, initially carried by the input signal
mode, reversibly evolves into the spin-wave and photonic
modes inside the medium, it is mapped onto a delayed
output signal mode (at z = L) for those times when the
control pulse area Ac(t) = 2πn (where n = 1, 2, 3...).
Specifically, the initial coherence is transferred to the
spin-wave mode in the first cycle (n = 1, absorption),
and it is converted back to a (output) photonic mode
in the second cycle (n = 2, recovery) after a delay
Tdelay = 2π/Ωc ≈ τ . In general, some coherence remains
as a spin-wave after the first recovery, and is periodically
retrieved (with smaller intensity) as additional output
signals at intervals of Tdelay.
In the second timing configuration, we convert this

pre-determined delay process into an on-demand signal
retrieval process with adjustable storage time. As illus-
trated in Fig. 1g-i, this can be achieved by switching
off the control field just before the recovery starts, and
switching it back on after a desired time, which are re-
ferred to as “write” and “read-out” processes, respec-
tively. The writing process transfers the optical coher-
ence to the spin-wave mode [in the first 2π-control-pulse
area, Awrite

c (τ)] and traps it in the medium by decou-
pling the control. Then, after a storage time T , a second
2π-control-pulse area [Aread

c (τ)] initiates the reading pro-
cess and the stored coherence is released as the output
photonic mode.

In the third timing configuration, we implement stor-
age and retrieval of signal pulses with time-varying power
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FIG. 1: Autler-Townes splitting quantum memory protocol. a, In a Λ-type three-level system, a strong coupling field
(control, blue) and and weak probe field (signal, red) with Rabi frequencies Ωc and Ωs drive the transitions |s〉 ↔ |e〉 and
|g〉 ↔ |e〉, respectively. b, When Ωc = 0, the absorption on |g〉 ↔ |e〉 is naturally broadened with a linewidth of Γ. c, When
Ωc > Γ, the natural absorption line is split into two with the peak spacing of δA ≈ Ωc and linewidths Γ/2 via the Autler-Townes
effect. Here, Ωc = 7Γ. d, e, A control field (blue dashed line in e), on at all times, generates a constant ATS. An input signal
pulse with bandwidth of BFWHM = Ωc/2π (pink curve in d) is absorbed and repetitively recovered as output signals with delays
of 2π/Ωc as shown here for Ωc = 7Γ, d = 13, and γs = 0. f, The system dynamics exhibit an oscillatory behaviour, as seen
in the evolution of spin (|S(z, t)|2), polarization (|P (z, t)|2) and photonic (|E(z, t)|2) coherences, near the entrance (light) and
exit (dark) of the atomic medium. g-i, Storage and on-demand recall of the signal is accomplished with an interrupted control,
by switching the control off just before the first recovery (write), and switching it back on at a desired time (read-out). j-l,
Write and read-out can be achieved via pulsed control fields. Here, we illustrate this using control fields with the same gaussian
profile as the signal, and with peak Ωpeak

c = 10.5Γ to ensure the area Ac(τ) = 2π.

[equivalently, Ωc(t)] of the write and read-out fields, al-
lowing pulsed operation of the ATS memory (Fig. 1j-l).
Since the dynamics depend only on Ac(τ) (Eqs. 5 and 6)
and not the specific time-dependence of Ωc(t), the coher-
ence will transfer from the photonic to spin mode, and
back, each time Awrite

c (τ) = Aread
c (τ) = 2π. For example,

the write and readout processes can be accomplished by
using control pulses with the same temporal profile as the
input signal, as shown in Fig. 1k. The pulsed operation
of the ATS memory can be exploited for quantum signal
processing, including beam-splitting and pulse shaping,
as demonstrated in the next sections.

The total efficiency of the storage and recall processes
can approach unity (η = 1) under appropriate conditions,
as detailed in Methods. The first condition is to provide a
sufficiently large optical depth and a sufficiently large and
uniform Rabi frequency such that the pulse area for both
the write and read-out control fields are near 2π, and the

ATS factor F = Ωc/Γ ≫ 1. Note that because the mem-
ory’s acceptance bandwidth is directly determined by Ωc

(BFHWM ≈ Ωc/2π, which can be chosen at will), the re-
quirement of large F makes the ATS memory protocol in-
trinsically suitable for efficient and broadband operation.
However, as shown Fig. 2a and c, the maximum efficiency
for the first-order recall (n = 2) is limited to 54% due to
the re-absorption of retrieved light inside the medium,
as in other resonant absorption-based memory protocols
such as photon-echo based techniques [38, 39]. The sec-
ond condition for large efficiency is to eliminate the re-
absorption, which is possible, for example, by using back-
ward retrieval via counter-propagating write and read-
out control fields [37, 38]. In this arrangement, as shown
in Fig. 2b,d, near-unity memory efficiency (η ≈ 0.9) is
possible with moderate optical depths (d → 85), which
is technically feasible in several platforms [40, 41]. Fi-
nally, the ATS memory provides optimal operating condi-
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FIG. 2: Theoretical efficiency for storage and retrieval from the ATS memory. a,b, Numerically calculated efficiency
vs. optical depth for co-propagating and counter-propagating signal–control beams is shown for different F = Ωc/Γ (solid

curves), compared to calculations from simple model ηf = (d/2F )2e−d/2F e−1/F and ηb = (1 − e−d/2F )2e−1/F (corresponding

dashed curves), respectively. Each inset plots shows the same calculations with respect to effective optical depth, d̃ = d/2F .
The calculations are performed for a pulsed ATS memory with Awrite

c = Aread
c = 2π, as in the main text. For the definition of

F = Ωc/Γ with this dynamic case, Ωc is effectively equivalent to a constant Rabi frequency that provides the same pulse area
(2π). c, d, Calculated temporal evolution of spin-wave |S(z, t)|2 and photonic |E(z, t)|2 modes during storage and retrieval is
shown for the co-propagating and counter-propagating signal and control beam cases for all positions in the atomic medium
(from z = 0 to L), respectively. The calculations are performed for d = 40, F = 12 for the forward propagation mode, and
d = 85, F = 12 for the backward propoagating mode, yielding ηf ≈ 0.5 and ηb ≈ 0.9, respectively. After the retrieval of the
forward propagating mode, a significiant portion of the initial coherence remains in a spin-wave mode due to the re-absorption
of the recalled signal near the entrance. For the backward retrieval, the transfer from the spin-wave mode back to photonic
mode is nearly perfect due to the time-reversal symmetry between the reading and writing that eliminates the re-absorption
[37].

tions in terms of technical requirements, including much
broader bandwidth compared to the EIT scheme [42, 43],
at the cost of control fields with larger strength. At the
same time, demands on the strength of the control field
and optical depth are significantly reduced compared to
off-resonant Raman memory schemes that can have the
same bandwidth [23, 43].

Experimental setup and ATS characterization

We demonstrate a proof-of principle of the ATS memory
protocol using an ensemble of∼ 2.5×108 cold 87Rb atoms
released from a magneto-optical trap (MOT). Fig. 3a,b
shows a simplified diagram of our experimental setup,
detailed in Methods. In this system, we construct a Λ-
configuration using two ground hyperfine levels (F = 1, 2
as |g〉 and |s〉 with spacing of 6.83 GHz) and one excited

(F ′ = 2 as |e〉) level of the 87Rb D2 transition (780 nm).
Nearly co-propagating signal and control fields (derived
from continuous-wave lasers whose amplitudes, frequen-
cies and phases are controlled via acousto-optic modu-
lators) are coupled to the |F = 1〉 → |F ′ = 2〉 and
|F = 2〉 → |F ′ = 2〉 transitions, respectively. Absorp-
tion measurements of the |F = 1〉 → |F ′ = 2〉 tran-
sition without any control field yield a single absorp-
tion feature with a peak optical depth of dexp = 3 to
3.5 and linewidth of Γexp/2π = (7.7 ± 0.2) MHz, in-
cluding a residual Doppler broadening (upper panel in
Fig. 3c). We measure the same transition in the presence
of a strong control field and observe two well-separated
absorption peaks, the manifestation of ATS. Our typi-
cal control power P = 3.0 mW gives a peak separation
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FIG. 3: Experimental demonstration of ATS memory in cold atoms. a,b, A three-level Λ-system is formed using the
D2 transition of 87Rb atoms that are cooled down in a magneto-optical-trap (MOT), as detailed in Methods. For storing light or
probing ATS features in cold atoms, the linearly polarized signal (red) and control (blue) beams from separate fiber-optics are
combined on a free-space beamsplitter (BS), following quarter-waveplates (λ/4) for polarization control. Next, the signal and
control beams, with separation angle 2◦, overlap inside the atomic cloud. After interaction with the atoms, the signal is coupled
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The transition linewidth (Γ) and a typical ATS (δA) for F = 1 ↔ F ′ = 2 are measured via the absorption of a weak frequency-
swept signal, yielding Γexp/2π = (7.7 ± 0.2) MHz for P = 0 mW (upper panel) and δA/2π ≈ Ωc/2π = (10.7 ± 0.3) MHz
for P = 3.0 mW (lower panel). d, The ATS is characterized with respect to control power, showing a good agreement with

the linear relation δA/2π = α
√
P where α is 5.75 MHz/

√
mW. e-g, The storage and retrieval of an input signal pulse (bright

shaded) with bandwidth BFWHM = 11 MHz (τFWHM = 40 ns), shown with the red dashed line in c, is demonstrated for the three
timing configurations involving (e) constant, (f) interrupted and (g) pulsed control fields (blue dashed), which are theoretically
described in Fig. 1e,h and k, respectively. The measurement results, including transmitted (black dotted) and recalled signal
(dark shaded) are in agreement with the simulations of the Maxwell-Bloch equations (solid green) for experimental input and
control traces, and dexp = 3.5, Γexp/2π = 7.7, γexp

s /2π = 0.25 MHz parameters, which were extracted from independent
measurements

δA/2π = (10.7±0.3) MHz (lower panel in Fig. 3c), show-
ing that our system is predominantly in the ATS regime:
Ωc > Γexp [13, 14]. Note that the ATS memory proto-
col still works in the regimes of Ωc ≈ Γ (the ATS-EIT
crossover regime) and Ωc < Γ (the EIT regime), but
with lower efficiencies as discussed in Methods. Further,
we characterize the peak separation δA with respect to
the control power as shown in Fig. 3d.

Demonstration of ATS memory in cold atoms

We implement the ATS memory using the three tim-
ing configurations described above. First, we examine
the absorption and recovery of a short gaussian pulse
with a constant control power (P = 3.0 mW) which gen-
erates a static ATS with δA/2π ≈ 11 MHz, as shown in

Fig. 3c. We set the signal bandwidth BFWHM = 11 MHz
(τFWHM = 40 ns) to fulfill the bandwidth-matching con-
dition : BFWHM ≈ δA/2π = Ωc/2π (red dashed trace in
Fig. 3c). We observe that upon entering the medium,
the pulse is partially absorbed and then is emitted with
ηexp = 13.0% after a delay of one pulse duration (Fig. 3e),
showing good agreement with our prediction and simu-
lations based on the numerical analysis of the Maxwell-
Bloch equations [45].

To demonstrate the second timing configuration with
recall on-demand, we repeat the above procedure but
switch off the control field just before the recovery starts,
trapping the coherence in the spin-wave mode. After a
storage time T = 230 ns, we switch the control field back
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FIG. 4: Preservation of coherence in storage and re-

call. a, A signal pulse, prepared with phase θs is stored and
retrieved after 200 ns using write and read-out control pulses,
each encoded with the same phase. The phase of the re-
trieved signal θ′s is determined by three contributions: the
phase of the input signal, the accumulated phase during the
evolution of spin-wave θsw for a given storage time, and the
phases of the write and read-out θc, yielding θ′s = θs + δθ,
where δθ = θsw + θc is the overall phase imparted in storage
and retrieval, which is controllable via θc. At the moment of
recall, a reference pulse with the same duration as the signal,
but with a fixed phase θr is sent to the medium, as shown
in the upper panel. Thus, the transmitted portion of the
reference pulse (adjusted to have the same amplitude of the
retrieved signal) and recalled signal pulse interfere. The in-
tensity of the interfering light pulses depends on only θs with
respect to θr, if the memory introduces the same δθ unitary
phase transformation for every θs with a fixed θc and storage
time. Two such interference measurements are illustrated in
the lower panel for ∆θ = θs − θr = 0 and ∆θ = π with
an observation of near-perfect constructive and destructive
interference, respectively, showing that δθ = 0 for each θs,
and thus the relative phase is preserved in the memory. b,
θs is varied from 00 to 3600 in steps of 450 and the result-
ing intensity measurements (I) yield an interference visibility
V = (Imax−Imin)/(Imax+Imin) = 89±6 % and V = 98±2 %
for δθ = 0 (black square) and δθ = π (red circle), determined
by fitting each data set to a sinusoidal function, respectively.

on, resulting in on-demand retrieval with ηexp = 7.3%,
as shown in Fig. 3f.
To demonstrate the third timing configuration corre-

sponding to pulsed operation, we generate a write control

field with the same temporal profile and duration as the
input signal (τFWHM = 40 ns) and overlap it with the in-
put signal inside the medium, which leads to storage. Af-
ter T = 230 ns, we recall this signal by sending a read-out
control pulse with the same gaussian shape and duration
as the write pulse, as shown in Fig. 3g. In order to main-
tain the Awrite

c = Aread
c = 2π pulse area, we set the peak

power for the read and write pulses to Ppeak = 8.5 mW
(corresponding Ωc/2π = 17 MHz). This gives nearly the
same optimal recall efficiency (ηexp = 7.8 %) as obtained
in the second configuration.

The main limiting factors to our low memory efficiency
are large spin-wave decoherence rates (γexp

s /2π = 0.24 to
0.40 MHz) and small optical depths in our current sys-
tem. These factors also limit the observed storage times
up to a microsecond [45]. However, significant improve-
ment for our memory performance is readily achievable,
as detailed in Methods and [45].

Preservation of coherence after storage and recall

Next, we experimentally verify the phase-preserving na-
ture of the ATS memory. To do so, we store and recall
τFWHM = 40 ns signal pulses with different phase set-
tings. For each signal pulse, we send a reference pulse
at the recall time that has the same duration but a
fixed phase. In this way, the recalled signal temporally
overlaps and interferes with the transmitted portion of
the reference pulse, as shown in Fig. 4a. We observe
near-perfect constructive and destructive interference for
phase differences of zero and π, respectively, and measure
an average interference visibility of 94%, as illustrated in
Fig. 4b.

Dynamically controllable storage bandwidth

The acceptance bandwidth of an ATS memory can
be dynamically controlled. As described above, optimal
writing requires a control area Awrite

c (τ) =
∫ τ

0
Ωc(t)dt =

2π, where τ ∝ 1/BFWHM is the input signal duration
that temporally overlaps with the write field. Increasing
the bandwidth of an ATS memory (decreasing τ) requires

increasing Ωc(t) ∝
√
P. To demonstrate this feature, we

first measure the memory efficiency as a function of the
write pulse area, verifying that optimal pulse area for the
write is 2π (Fig. 5a). Next, we increase the bandwidth
of the input signal from BFWHM = 11 MHz (τFWHM =
40 ns) to BFWHM ≈ 15 MHz (τFWHM = 30 ns). Ac-
cordingly, we decrease the duration of the write pulse
to 30 ns (at FWHM), and increase its peak power from
Ppeak = 8.5 mW to 15 mW such that the area is main-
tained at 2π. After 200 ns storage, retrieval is achieved
via a read-out pulse with the same profile as the write,
resulting in the optimal storage efficiency of 8.4%.

Temporal compression and stretching

The pulse-area-based operation of an ATS memory can
be used for manipulating the temporal profile of optical
pulses. As in the writing process, optimal read-out re-
quires the pulse area Aread

c (τ) = 2π, which we exper-
imentally confirm by measuring the storage efficiency
versus read-out pulse area (Fig. 5a). In contrast, the
read-out pulse duration does not need to match the in-



7

0 100 200 300
0.0

0.2

0.4

0.6
 Simulation

4

8

12

16

0 100 200
0

4

8

12

16

40 ns        30 ns

 40 ns       30 ns

0.0

0.4

0.8

1.2

1.6

0 100 200 300
0.0

0.2

0.4

0.6
 Simulation

4

8

12

16

Input x 1/5  

   Stretched  

     output 

Write  

Read-out  

Time (ns) 

Time (ns) 

In
p
u
t 

&
 O

u
tp

u
t 

s
ig

n
a
l 
in

te
n
s
it
y 

(a
u
) 

In
p
u
t 

&
 O

u
tp

u
t 

(a
u
) 

C
o
n
tr

o
l 
(m

W
) 

Write & Read-out  

Input x1/3  & Output Signal  

Write  

Read-out  

Input x 1/5  
Compressed  

     output 

Time (ns) 

In
p
u
t 

 &
 O

u
tp

u
t 

(a
u
) 

C
o
n
tr

o
l 
 (

m
W

) 

 2 

 

2 

C
o
n
tr

o
l 
p
o
w

e
r 

(m
W

) 

-3 -2 -1 0 1 2 3
0.0

0.2

0.4

0.6

0.8

1.0

Write

 Read-out

 

Control pulse area (Ac/) 

N
o
rm

a
liz

e
d
 m

e
m

o
ry

 e
ff
ic

ie
n
c
y 

a 

b 

c 

d 

FIG. 5: Dynamic control of memory bandwidth and temporal shaping of signal pulses a, The memory efficiency
with respect to write pulse area (Awrite

c ) and read-out pulse area (Aread
c ), each with the same profile as the input signal, is

independently characterized for storage of a gaussian signal pulse with τFWHM = 40 ns. For each pulse-area setting, the
required peak Rabi frequency and peak power are calculated from Ac(τ) = Ωpeak

c

√

π/(2 ln 2)τFWHM and P peak
c = (Ωpeak

c /α)2

where α/2π = 5.75 MHz/
√
mW (Fig. 3c). b, The dynamic control of the acceptance bandwidth is demonstrated for 11.0

MHz and 14.7 MHz input signals (τFWHM = 40 ns and τFWHM = 30 ns) using write pulses with profiles matching the input
pulses and the peak powers of 8.5 mW and 15.0 mW, respectively, such that Awrite

c = 2π. After 200 ns storage, a read-out
pulse with the same profile as the write pulse is applied, leading to recalled signals with efficiencies of 8.8% and 8.3% for the
memory bandwidths of 11 MHz and 14.7 MHz, respectively. c,d, Temporal compression (stretching) of an input signal pulse
with τFWHM = 30 ns (τFWHM = 60 ns) is demonstrated in c (d). This is accomplished with optimal efficiency by storing the
signal with a write pulse of the same duration as the input and Awrite

c = 2π, but retrieving it using a read-out pulse of shorter
(longer) duration than the input while maintaining Aread

c = 2π. The resulting output is a compressed (stretched) pulse with
duration of τFWHM = 28 ns (τFWHM = 58 ns) and efficiency of 7.4% (8.6%), yielding about factor of 2 compression (stretching).
The experimental results are well simulated using the parameters of dexp = 3.5, Γexp/2π = 7.7 MHz and γexp

s /2π = 0.35 MHz,
as shown in solid green lines

put signal’s duration. Provided that Ωc(t) is set to give
Aread

c (τ) = 2π, the read-out can be longer or shorter
than the input, leading to temporally stretched or com-
pressed output signals, respectively. To demonstrate this,
we store a τFWHM = 60 ns (or τFWHM = 30 ns) signal
pulse using a 60 ns (or 30 ns) write pulse, but retrieve
it using a 30 ns (or ≈ 60 ns) read-out pulse, leading a
temporally compressed (or stretched) output by a com-
pression (stretching) factor of 2, as shown in Fig. 5c and
d, respectively. This pulse-shaping capability may be
used for bandwidth matching between different photonic
and atomic systems [21, 44].

Temporal beam splitting

Finally, we demonstrate that an ATS memory can
serve as a network of reconfigurable 2×2 temporal beam
splitters that have arbitrary splitting ratios and phase

control. In this scheme, the spin-wave mode and pho-
tonic mode correspond to the input and output ports
of the ATS temporal beam splitter. Each control pulse
(write or read-out) functions as a beam-splitter, perform-
ing a unitary transformation of the coherence between
the input and output ports. The pulse area, from zero to
2π, determines the splitting ratio between the photonic
mode (retrieved or transmitted) and the spin mode. In
this way, the coherence of an input photonic mode can
be mapped onto the spin-wave modes and output pho-
tonic modes with desired fractions using multiple control
pulses (beam splitters), each having an appropriate pulse
area, as experimentally demonstrated in Fig. 6. In these
measurements, the initial coherence is recalled in one,
two or four distinct temporal modes with nearly equal
amplitudes, as illustrated in Fig. 6a-c, respectively.
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FIG. 6: Demonstration of temporal beam splitting. a,

b, c, Initial coherence from an input photonic mode Ein is
partially mapped onto a spin-wave mode S and transmitted
photonic mode T (due to non-unity absorption probability in
our memory) using a write pulse with the area of 2π. The
stored coherence in S is transformed back to a single (Eout),
two (Eout

1 and Eout
2 ) or four (Eout

1 , Eout
2 , Eout

3 , Eout
4 ) output

photonic modes using one, two or four read-out pulses with
appropriately selected areas (≤ 2π) as shown in a, b and
c, respectively. The amplitude of the output signals are ad-
justed to be nearly the same by selecting these pulse areas and
considering the spin-wave decay time, but they can be arbi-
trarily changed. The experimental results are well simulated
using the parameters dexp = 3.5, γexp

s /2π = 0.32 MHz and
Γexp/2π =7.7 MHz as shown with green solid lines. d, Co-
herence from two distinct input photonic modes Ein

1 and Ein
2

with phases of θ1 and θ2, is mapped onto two spin-wave modes
S̃1 and S2 using the first and second control pulses with the
same phase and the areas of 2π and π, respectively. After the
second control, the resulting spin-waves S1 and S2 interfere
with equal amplitudes. The third control pulse transforms
coherence from the interfering spin-waves to an output pho-
tonic mode whose intensity depends on (θ1- θ2) as shown for
∆θ = θ1 − θ2 = 0 and ∆θ = π

The beam splitting operation of the ATS memory can
be used for interfering optical signals from distinct tem-
poral modes, suitable for a time-domain version of Hong-
Ou-Mandel-type interference or manipulation of time-
bin photonic qubits. To demonstrate this capability
(Fig. 6d), two control fields with appropriately selected
pulse areas are used to map coherence from two equal-
amplitude time-separated input photonic modes (Ein

1 and
Ein

2 with phases of θ1 and θ2, respectively) onto two
equal-amplitude spin modes (S1 and S2) that interfere
in the medium. The coherence from the interfering spin-
waves is converted back into a single output photonic
mode, whose amplitude depends on the relative phase of
the input modes and control fields. This demonstrates
the possibility of performing photonic interference using
an ATS memory, which could find use in quantum com-
munication and optical quantum computing [44, 46–48].

DISCUSSION

The ATS memory protocol combines favorable features
of other memory techniques in a single implementation,
relaxing the technical requirements for practical quan-
tum memories. Similar to the EIT scheme [42], ATS
memory is an on-resonant interaction scheme with large
light-matter coupling, but it operates in a completely
different regime. An EIT memory relies on a disper-
sion feature, leading to the slow-light-based signal trans-
mission through a narrow transparency window, where
Γ ≫ Ωc ≫ 2πBFWHM. In contrast, an ATS memory
is based on signal absorption over a broad bandwidth,
where Γ ≪ Ωc ≈ 2πBFWHM. Since the ATS memory
is not subject to slow-light requirements for storage, it is
much more robust against spin decoherence and laser fre-
quency instabilities. Moreover, similar to the off-resonant
Raman memory [23], the ATS memory offers dynamically
controllable large bandwidths. However, the resonant
nature of the ATS scheme relaxes the requirements for
large optical depth and control field power compared to
the broadband Raman memory. Finally, the absorption-
based operation and the efficiency scaling of an ATS
memory exhibits the same character as the atomic fre-
quency comb (AFC) protocol [22], which relies on the
absorption of a signal through a comb-shaped spectrum.
The absorption peaks in an AFC with rare-earth ions are
obtained using advanced persistent hole burning tech-
niques, whereas in the ATS protocol they are generated
via the ac-Stark splitting, which is technically much less
demanding and more versatile, allowing dynamic control
of the peak spacing. In contrast to the AFC, the ATS ap-
proach is not a spectral or temporal multimode scheme,
though this limitation can be circumvented via spatial
multiplexing techniques [49, 50].

Finally, we experimentally evaluate the performance
of the ATS protocol compared to EIT and off-resonant
Raman approaches in our cold-atom system, featuring
Γexp/2π = 7.7 MHz, γexp

s /2π ≈ 0.4 MHz and dexp ≈ 3.3.
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First, we implement EIT-based slow-light by generat-
ing a transparency window as narrow as 2.5 − 3.0 MHz
at FWHM (limited by the spin decoherence and laser
frequency instability) for P = 0.70 mW. This results
in a group delay of ≈ 70 ns for a signal field with
BFWHM ≈ 1.2 MHz bandwidth (τFWHM = 380 ns). With
these conditions, it is not possible to stop the signal for
on-demand recall due to insufficient optical depth and
a relatively large transparency window. Next, we im-
plement the off-resonant Raman scheme for storage of a
signal with our typical bandwidth BFWHM = 11 MHz.
To do so, we red-detune the signal and control fields by
22 MHz, and increase the peak power of control fields
to 8.5 mW. We retrieve the signal after 200 ns storage
with the same time-bandwidth product as the ATS mem-
ory, but with only ≈ 2% efficiency. This is significantly
less than the typical efficiency of the ATS memory (7 %)
for the same storage time. These results show that even
with limited resources and technical constraints, the ATS
scheme offers a workable and robust light-matter inter-
face for fundamental research and potential applications.
In conclusion, we have introduced and experimen-

tally demonstrated a novel light storage and manipula-
tion technique based on dynamically controlled Autler-
Townes splitting. Our approach is inherently suitable
for the realization of practical quantum optical devices
in variety of atomic and molecular systems. We antici-
pate that our investigation will spur further fundamental
studies and will bring new possibilities in precision spec-
troscopy, metrology, and quantum information process-
ing.

METHODS

ATS memory efficiency

We define the total memory efficiency η to be the
ratio of the number of photons in the output mode
[E(L, t > T ), where T is the storage time] to the number
of photons in the input mode [E(0, t < τ), where τ is
the pulse duration]. As in the general case for spin-wave
storage, this efficiency is determined by three factors: the
storage efficiency ηs, the ratio of the number of stored
spin excitations to the number of incoming photons; the
retrieval efficiency ηr, the ratio of the number of retrieved
photons to the number of stored spin excitations; and the
spin-wave survival efficiency during storage ηd, which is
determined by decoherence effects that arise in practical
settings. Together, the overall efficiency is the product
of these three

η =

∫

∞

T
|E(L, t)|2dt

∫ τ

0
|E(0, t)|2dt = ηsηrηd. (7)

In the ATS memory, the reversible transfer of coherence
between the photonic and spin-wave modes is mediated
by the evolution of the coherence on to the collective

state between |e〉 and |g〉, which describes the polariza-
tion mode. In the writing stage, the initial coherence
from the input photonic mode is mapped on to the po-
larization (the absorption process) that simultaneously
begins its evolution to the spin-wave mode (as per Eqs. 5
and 6), and initiates storage. Thus the storage efficiency
ηs depends on two factors: first, the absorption factor
µabs is the coherent sum of the absorption probabilities
of the input photon by each atom in the ensemble (de-
termined by d, Ωwrite

c and Γ); second, µw is the efficiency
of the polarization-mediated reversible transfer between
the photonic and the spin-wave modes [determined by
Awrite

c (Ωc)]. When µw approaches unity, the number of
excitations left in the polarization mode at the comple-
tion of the writing stage is minimal.
The same treatment can be applied for the read-out

stage, in which coherence stored in the spin-wave mode is
transferred to the polarization that simultaneously emits
photons in the output mode (the re-emission process). In
this case, the retrieval efficiency ηr depends on µre, the
collective re-emission probability of the polarized atoms
across the ensemble (determined by d, Ωread

c , Γ); and
µr, the efficiency of the polarization-mediated reversible
transfer between the spin-wave and photonic modes [de-
termined by Aread

c (Ωc), in the same fashion of µw.]
Using the terms stated above and assuming that spin-

wave decoherence is neglibly small (ηd = 1), Eq. 7 is

η = µw(A
write
c )µabs(d,Γ,Ω

write
c )µre(d,Γ,Ω

read
c )µr(A

read
c ).

(8)

In the particular case when the pulse area for both writ-
ing and read-out fields is Awrite

c = Aread
c = 2π, no polar-

ization remains in the medium right after the writing and
reading, thereby achieving complete transfer of coherence
between the photonic and spin-wave mode. Thus, µw and
µr approach unity, and the memory efficiency simplifies
to

η = µabsµre, (9)

which is solely determined by the collective absorption
and re-emission processes. This description is common in
resonant absorption-based quantum memory approaches,
such as the AFC and Controlled Reversible Inhomoge-
neous Broadening (CRIB) protocols that have been well
analyzed [38, 39]. The analytic solutions describing the
memory efficiency for the forward propagating mode (ηf)
and backward propagating mode (ηb) are

ηf = d̃2e−d̃µd (10)

ηb = (1− e−d̃)2µd (11)

where d̃ and µd represent effective optical depth and
collective coherence survival probability for polarization
(during writing and reading), respectively. Since the ab-
sorption and re-emission occur via ATS lines that span
the signal spectrum BFWHM, d̃ is an increasing function
of peak optical depth (d) and the linewidth of the ATS
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peaks (Γ/2), and a decreasing function of the spacing
between the ATS peaks (δA ≈ Ωc). Note that for the
dynamic ATS cases, the peak spacing is effectively equiv-
alent to the peak spacing of the fixed ATS that provides
the same pulse area. For BFWHM = Ωc/2π (equivalently
Awrite

c = Aread
c = 2π), the effective optical depth is given

by d̃ = d/2F where F = Ωc/Γ is the ATS factor. Deco-
herence (dephasing) of the polarization in the absorption
and re-emission processes (which reduces µd) occurs due
to the finite width of the ATS lines. Hence, µd is deter-
mined by the Fourier transform of an ATS line over the
interaction time (input and output signal duration). This
is equal to e−1/F for an ATS line, due to its Lorentzian
lineshape. Using these definitions, the efficiency of the
ATS memory under the specified conditions can be ap-
proximated as

ηf ≈ (d/2F )
2
e−d/2F e−1/F (12)

ηb ≈ (1− e−d/2F )2e−1/F . (13)

The efficiency results calculated from these expressions
show reasonably good agreement with the numerically
calculated efficiencies for a wide range of d and F , as
presented in the main text with Fig. 2a,b. The inset of
each figure illustrates the efficiency with respect to d̃,
which provides additional insight together with Eq. 10
and 11. For the forward-propagating output mode and a
given F > 1, the efficiency of the ATS memory increases
until d̃ ≈ 1.5 (the optimal effective optical depth) as seen
in Fig. 2a. In this regime, the first terms of Eqs. 10
and 12 dominate because large optical depths (number of
atoms) enhance the collective absorption and re-emission
probability. As the optical depth is further increased, the
efficiency decreases since the second exponentially decay-
ing term dominates. This term effectively describes the
re-absorption probability of the emitted photons, which
are converted to the spin-wave excitation and remain
in the medium after read-out. For this reason, the ef-
ficiency for the forward-propagating mode is limited to
54%, which is achieved when d̃ ≈ 1.5 and F is suffi-
ciently large. In contrast, for the backward propagating
mode, the re-absorption term is eliminated due to the fact
that constructively interfering re-emission occurs only at
the input side of the medium. Thus, the efficiency is an
always-increasing function of d̃ (first factor in Eq. 11 and

13), and it tends to saturate for d̃ >∼ 3, as seen in Fig. 2b.
In addition to these factors, the efficiency strongly de-
pends on the ATS factor F , which directly determines the
polarization dephasing (the last term of Eqs. 12 and 13).

In general for a given d̃, the total efficiency increases as
F increases because of decreased polarization dephasing
during the writing and read-out stages. Consequently,
near-unity memory efficiency is possible with F ≫ 1 and
d̃ >∼ 3 for the backward-propagating signal mode. It is
worth emphasizing that although F ≈ 1 and F < 1 are
unfavorable ATS regimes (but favorable EIT regimes),
the basic principle of our protocol will still work in a
robust manner, but with lower storage efficiency.

Finally, we note that in the near-optimal effective op-
tical depth regime, the maximum memory efficiency for a
given Γ and signal field with BFWHM is achieved only by
control pulse areas Awrite

c = Aread
c = 2π. However, this

requirement is relaxed to some extent in the non-optimal
effective optical depth regime, as can be inspected from
Eq. 8 in conjuction with Eqs. 10 and 11. When d̃ is sig-
nificantly smaller than 1.5, a pulse area Ac < 2π will lead
to larger efficiency, as it effectively increases d̃ and yields
larger µabsµre. However, at the same time, Ac < 2π
results in smaller µwµr. With this trade-off, the opti-
mal efficiency can be found with pulse areas as small
as Ac = 1.6π. Similarly, when d̃ is significantly larger
than 1.5 for the forward-propagating mode, the memory
efficiency can be optimized by decreasing d̃ with pulse
areas Ac > 2π. This leads to a compromise between the
increase of µabsµre and decrease of µwµr such that the
efficiency can be maximized away from Ac = 2π. In con-
trast, for the backward propagating-mode in the large
optical depth regime, the maximum efficiency is always
obtained by the areas of Ac = 2π, as larger optical depths
are always favourable.

Cold atom production

Our experiments are performed in an apparatus de-
signed for (and capable of) producing Bose-Einstein con-
densates (BECs) of 87Rb. For these initial demonstra-
tions of the ATS memory, we use atoms from the first
stages of this process, immediately following the initial
laser cooling stages of a magneto-optical trap (MOT).

Our apparatus consists of a diffusive oven of Rb atoms,
which are mildly collimated into a first 2-dimensional
MOT chamber, where they undergo cooling along two
transverse directions. The resulting atom beam is guided
through 15 cm of differential pumping into a final ul-
trahigh vacuum chamber (≈ 10−12 Torr) made of a
borosilicate glass cell. Here, the atoms are collected and
cooled in a standard six-beamMOT operating with a red-
detuning of ≈ 3Γ. The laser frequencies used for cooling
match the standard D2 transitions |F = 2〉 → |F ′ = 3〉
for the laser cooling and |F = 1〉 → |F ′ = 2〉 for a “re-
pump” beam (Fig. S1). While the frequency of the re-
pump laser is servo-locked to the |F = 1〉 → |F ′ = 2〉 line
using saturation absorption spectroscopy, the frequency
of the cooling laser is stabilized by beat-note locking to
the repump laser. After 15 seconds of laser cooling, we
collect 2.0-2.5× 108 atoms in |F = 2〉. At this stage, the
MOT magnetic field and the repump beams are switched
off, but the cooling laser beams are kept on. After a
4 ms wait, which ensures that the mechanical shutter
for the repump beam is completely closed, the cooling
laser beams are turned off. This process (leading to an
off-resonant pumping via the cooling beams) transfers
the atoms from |F = 2〉 to |F = 1〉, which serves as
the ground level for signal field in the storage experi-
ments. After this transfer, the number of atoms that
remains in |F = 2〉 is measured to be only ∼ 3 − 4 %
of the initial population. Following an additional 3 ms
time-of-flight, which ensures that residual magnetic field
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from the MOT is further reduced, the cold atoms are
then subjected to the memory read and write beams for
storing and retrieving a signal field. Time-of-flight mea-
surements of this cloud yield a size of 3.2 mm diameter
(1/e1/2 diameter from gaussian fit), and temperatures of
about 430 µK. The peak optical depth is determined to
be 4 to 4.5 from an absorption imaging measurement on
|F = 2〉 → |F ′ = 3〉 after pumping the atoms back into
|F = 2〉.
Future experiments will test the ATS memory in sub-

sequent stages of cooling these atoms in optical trap and
eventually in BEC.

ATS memory setup and measurements

In our experiments, the signal (|F = 1〉 → |F ′ = 2〉)
and control (|F = 2〉 → |F ′ = 2〉) fields are derived
from the cooling repump beam (an extended cavity diode
laser) and a tunable titanium sapphire laser (Fig. S1),
respectively. The frequency of each laser is indepen-
dently servo-locked to the corresponding D2 transition
with a −80 MHz detuning using saturation absorption
spectroscopy. The continuous-wave (cw) signal field is
first gated by an acousto-optic modulator (AOM) that
introduces a frequency shift of −80 MHz. Then, it is
sent to another AOM in double-pass configuration that
generates resonant signal pulses with τFWHM = 30−70 ns
by shifting the frequency +160 MHz. This AOM is also
used for ms-long frequency-swept signal pulses with a
±20 MHz scan range to spectrally characterize ATS. The
cw control field is passed through an AOM that produces
resonant write and read-out pulses with 30 to 70 ns du-
ration at FWHM and a +80 MHz frequency shift. In
the memory setup, the AOMs for the signal and control
pulses are driven by amplified RF oscillators that are am-
plitude controlled by a two-channel arbitary-waveform
generator (AWG) with a 250 MS/s sampling rate. In
the interference measurements, the signal pulses are in-
stead generated using a single-pass AOM with detun-
ing of +80 MHz, and both the signal and control AOMs
are directly driven by AWG with larger sampling rate (4
GS/s) that allows preparation of signal pulses with the
desired phase.

After setting the frequency, phase, and amplitude of
the signal and control fields, each beam is separately cou-
pled to a polarization-maintaining fiber with an output
at the cold-atom apparatus. The beams are launched to-
ward the 3D-MOT chamber with fiber-decoupling lenses
that collimate the beams with mm-scale waists. The po-
larization of the each beam (initially linear) is controlled
by quarter-wave (QWP) plates, for providing the maxi-
mum interaction strength between the fields and atoms.
Following the QWPs, the signal and control beams are
combined on a 50/50 beamsplitter and overlapped inside
the atomic cloud with gaussian beam diamaeters (1/e2)
of 2.3 mm and 3.0 mm and the separation angle of 2◦,
respectively. The peak power of the signal before the
cloud is typically 30 µW for storage experiments and less
than 100 nW for ATS characterization. The peak power
of the control field before the cloud is between 0.5 mW

and 15 mW, depending on the experiment. After inter-
acting with the cold atoms, the signal is coupled to a
single-mode fiber for an additional spatial filtering from
the strong control field. This yields, in total, 65− 70 dB
isolation, which provides no measurable leak from the
control to the signal in the storage experiments. Finally,
the signal is directed to a fast photo-detector (Resolved
Instruments DPD80, 100 MHz bandwidth) or a slow-
detector with large sensitivity (4 MHz bandwidth) for
storage or spectral measurements, respectively. In addi-
tion to the signal, a small fraction of the control beam
that is reflected off a 5/95 beam splitter is coupled to
a fiber and detected to enable synchronization with the
signal, as well as to calibrate the power.

For spectral measurements to characterize the natu-
ral line and ATS lines of the (|F = 1〉 → |F ′ = 2〉)
transition, a 1 ms frequency-swept signal with power of
Pin(∆) and linearly varying detuning (∆(t) from -20 MHz
to +20 MHz) is sent to the atomic cloud, and the trans-
mitted signal Pout(∆) is detected to determine the ab-
sorption with respect to ∆ in terms of optical depth:
d′ = ln(Pin/Pout). The measured absorption profiles al-
low us to directly determine the transition linewidth Γ
(for Ωc = 0) and ATS spacing δA ≈ Ωc (for Ωc > Γ).
This is achieved by fitting each absorption peak trace
to a Lorentizan function. Although this measurement
should also determine the peak optical depth (at ∆ = 0),
it has yielded dexp = 2.3− 2.7 for the natural transition
line, which is about 25% less optical depth compared to
an estimation from the imaging measurement, due to a
partial destruction of the cloud during interaction. When
the sweep range is changed to the detuning range -4 MHz
to +36 MHz, this degradation is significantly less, yield-
ing peak optical depth of dexp ≈ 3.1. To further confirm,
the natural transition line is probed with a resonant pulse
with ∼ 0.5 µs duration and 30 µW (yielding less power
delivery per spectral interval). The measured peak op-
tical depth is dexp ≈ 3.3 with some fluctuations due to
laser frequency jitter.

In a typical storage experiment, a short signal pulse
and a write field are simultaneously sent to the atomic
cloud. After a pre-set storage time controlled by the
AWG, a read-out field is generated for retrieval. The de-
tected time series of the retrieved and transmitted (non-
absorbed part of the input) signals are recorded on an
oscilloscope. To avoid potential degradation to the cloud
by several signal pulses, only one signal pulse is stored
and retrieved per cooling cycle. This measurement cycle
is typically repeated 3-5 times and the data is averaged
to improve the signal-to-noise ratio. The area under the
curve of power vs. time is determined for the output (re-
trieved) signal and compared to the input signal (mea-
sured in the absence of atoms), using gaussian fits to the
data (which are generally well fit). The ATS memory
efficiency is determined from the ratio of the retrieved
area to the input area. For a given memory configuration
(with certain bandwidth and storage time), the memory
efficiency exhibited variations up to ±15 % due to in-
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stabilities in atom number (optical depth) and spin-wave
decoherence time, and up to ±10 % and ±5 % drift of
the power of input signal and control fields, respectively,
on the minute-to-minute timescale.
In our experiments, the interference measurements de-

mand a fixed phase relationship between the control and
signal fields, which is not guaranteed by the measurement
procedure described above, where each field is derived
from independent lasers and also carried over meters-long
fiber-optic patchcords. To overcome this limitation, we
send a stream of pulse quartets – an input signal pulse
(each encoded with different relative phase), a reference
signal pulse (to be interfered with each recalled signal),
and two control pulses (each with the same phase) – to
the atomic cloud to effect storage and retrieval. Several
of these quartets are sent in less than 5 µs, with varying
input signal pulse phases in each quartet, which ensures
that there is no significant phase drift between each stor-
age/recall due to the short time scale. We confirmed
that each signal pulse experiences the same absorption,
by observing that no measurable destruction of the cloud
is observed until the last pulse quartet. Furthermore, in
order to avoid any cross-talk, additional read-out pulses
are applied between each storage/recall quartet, guaran-
teeing that any spin coherence left from the storage of
the previous input and reference signal is removed for
the next interference measurement.
Before the measurements detailed above, a number of

calibration, alignment and optimization procedures were
performed [45].
Performance of our ATS memory implementation

In our proof-of-principle demonstrations of an ATS
memory, our typical sequence uses an input signal with
bandwidth BFWHM = 11 MHz (τFWHM = 40 ns). This
signal is stored for T = 200 ns and retrieved with ηexp =
7 − 8% efficiency in the forward direction. By adapting
Eq. 12 to our experimental configuration, the memory ef-
ficiency is determined by dA (peak optical depth of ATS
lines), Feff (effective ATS factor that takes into account
additional broadening in the ATS lines), and decay time
constant Td for a given storage time T due to spin-wave
decoherence,

ηexp ≈ (dA/2Feff)
2
e−dA/2Feff e−1/Feff e−T/Td . (14)

We determine Td experimentally by extending the stor-
age time up to 1.0 µs and measuring the memory ef-
ficiency for different storage times in this range [45].
From measurements performed at different times, we find
that Td is typically (330 ± 15) ns, but can be as low as
(220± 15) ns depending on the bias magnetic field opti-
mization. These measurements also establish the spin de-
coherence rates in our system as γexp

s /2π = 1/2π(2Td) ≈
0.24 to 0.4 MHz. In the ideal case (γs = 0 and no extra
ATS line broadening), as treated in Eq. 12, the peak op-
tical depth of the ATS lines is the same as the measured
peak optical depth of the transition line (dA = dexp), and
the width of each ATS line is ΓATS = Γexp/2, which de-
fines Feff = Ωc/(2ΓATS) = Ωc/Γ

exp. In practical settings,

when the spin-decoherence rate (γs) is comparable to the
polarization decay rate (γe) and/or the control Rabi fre-
quency (which determines the ATS splitting) is not uni-
form across the medium, then the ATS peaks become
wider and lower. This effect can be analyzed using an
experimentally obtained ATS spectrum, which is shown
in Fig. 3c for our typical setting Ωc/2π ≈ 11 MHz. From
this spectrum we measure the linewidth of each ATS peak
at FWHM is to be Γexp

ATS/2π ≈ 1.5 × (Γexp/2)/2π ≈ 6.0
MHz for Γexp/2π ≈ 7.7 MHz (the measured transition
linewidth including residual Doppler broadening), which
yields Feff = F/1.5 ≈ 1. Similarly we find that the peak
optical depth is reduced with approximately the same
factor, yielding dA ≈ dexp/1.5 ≈ 2.3 for our measured
peak optical depth dexp = 3.5.

We further investigate the origin of the observed line
broadening of δΓATS/2π = (Γexp

ATS − 0.5 × Γexp)/2π ≈ 2
MHz for Ωc/2π ≈ 11 MHz. In order to find the contri-
bution from the spin decoherence effect, we simulate the
absorption profiles of the ATS system using the generic
susceptibility expression for a three-level system for the
measured spin-decoherence rates (0.24 to 0.35 MHz) and
the control Rabi frequency ranges (Ωc/2π ≤ 17 MHz)
used in the experiments. We establish this contribution
to be in the range of ≈ 0.20 − 0.30 MHz, which is, in
most cases, neglibly small due to the fact that γs ≪ γe is
satisfied in our experiments. Therefore, the major con-
tribution to the ATS broadening comes from the spatial
non-uniformity of the control Rabi frequency over the
interaction cross-section of the atomic gas, which leads
to position-dependent ATS splitting that manifests as
broadening in their spectra. In our experiment, this non-
uniformity originates from the similar beam sizes of the
overlapping control and signal fields, each with gaussion
intensity profiles in diamaters of 3.0 and 2.3 mm, respec-
tively. To further confirm, we characterize the degree
of the ATS line broadening as a function of the power
of the control field. We observe that the broadening in-
creases proportionally to the square root of the power
(δΓATS ∝

√
Pc), and for relatively high power values

(Pc > 5 mW) the spectrum of each ATS line is pre-
dominantly characterized by a gaussian spectral profile,
indicating the inhomogeneous nature of the broadening
due to varying ATS splittings. In the general treatment
of a dynamic ATS including this effect, the power depen-
dence of the broadening as well as the alteration in the
ATS spectra, which accordingly modifies the definitions
of F and d̃, need to be taken into account. For the cases
that δΓATS/2 ≪ Ωc, as in our implementation whose
overall efficiency has degraded about 30% due to this
broadening effect, treatment of an effective line broaden-
ing (reducing F ) with nearly preserved effective optical
depth is a reasonable approximation, as the system dy-
namics are still mainly governed by the mean Ωc.

Consequently, using the experimentally extracted pa-
rameters of dA = 2.3, Feff = 1 and Td = 300 ns in Eq. 14
gives a predicted memory efficiency of 8% which is in
agreement with the directly measured memory efficiency
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of ηexp = 7− 8%.
Beyond our proof-of-principle demonstration, there are

clear paths to substantially improve the performance of
our ATS memory implementation in terms of efficiency,
storage time, and bandwidth [45].
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SUPPLEMENTARY INFORMATION

SI. Optimization, calibration and alignment

procedures for experiments

We follow various preparation procedures for our ex-
periments as detailed below. First, the positions of the
signal and control beams are aligned with respect to
the atomic cloud using strong resonant fields that re-
move atoms from the interacting section of the cloud.
This section is monitored using absorption imaging on a
CCD camera, and the beams are aligned until a reason-
able overlap is obtained. Second, the control field peak
power is regularly calibrated by comparing a set of ac-
tual power measurements before the atomic cloud with
the ones measured from the monitor detector. Third,
the polarization of the control and signal beams is op-
timized by maximizing both peak absorption and peak
spacing of the ATS δA (measured with the transmission of
a frequency-swept signal) for a given control field power.
Fourth, for the pulsed-ATS memory demonstrations, the
synchronization between the signal and the control pulses
was carried out by monitoring signals from the respective
detectors, which are positioned with equal optical dis-
tance from the atomic cloud. When required, the relative
delay is tuned by introducing a trigger delay to the AWG
channels. Fifth, in order to optimize spin coherence time,
the residual magnetic field at the cloud location is com-
pensated to near-zero using three pairs of bias coils that
can independently produce uniform DC magnetic fields
in each of the three dimensions. This procedure was car-
ried out by maximizing the efficiency of the memory with
iterative adjustments of the bias magnetic fields. Finally,
atom number (optical depth) is optimized day-to day by
optimizing laser-cooling parameters.

SII. Limitations and potential improvements in our

ATS memory implementation

The main limitation in our experiments is a fast spin-
decoherence rate, which degrades the efficiency and the
storage time. This limitation is mainly due to resid-
ual magnetic fields, leading to dephasing between the
atoms that are populating different Zeeman sublevels.
The slow switch-off time of the MOT coils is one source
of this residual field, which is not totally compensated
by the DC-bias fields. One way to overcome this is-
sue in the current setup is to implement polarization-
gradient cooling (optical molasses), which would extend
the time after switching off the MOT fields before stor-
age and retrieval, and would additionally increase the
optical density. In conjunction with microwave or RF
spectroscopy, which systematically allows the measure-
ment and, therefore, cancellation of residual fields, it
should be possible to optimize the spin-coherence time
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FIG. S1: Rubidium 87 level structure. Relevant laser
transitions labelled, left-to-right: Bare D2 transition is 780.24
nm; cooling transition used for MOT; repump cooling tran-
sition used for MOT; signal transition |F = 1〉 → |F ′ = 2〉;
control transition |F = 2〉 → |F ′ = 2〉

from the current value of a few-hundred nanoseconds to
a few-hundred microseconds, as demonstrated in several
experiments with cold atoms [1]. The other factor limit-
ing the efficiency is the small optical depths, which can
be significantly increased with polarization gradient and
evaporative cooling. Moreover, as our apparatus is capa-
ble of producing ultracold atoms in an optical dipole trap,
more than an order of magnitude improvement in optical
depth is within our reach. In combination with suffi-
ciently large coherence times, this improvement should
lead to the memory efficiency larger than 50% with the
backward-propagation scheme. Finally, in our current
setup, the memory bandwidth is technically limited by
our electronics and AOMs, which give the shortest pulses
of τFWHM = 30 ns (BFWHM = 14 MHz), and by the peak
Rabi frequency Ωc/2π ≈ 20 MHz. As the Rabi frequency
depends on the power and beam diameter, reducing the
beam diameter from the current 3 mm to 0.3 mm (with
the corresponding change of the signal beam size), we can
obtain Rabi frequencies of 200 MHz, which, in principle,
should allow 200 MHz memory bandwidth. On the other
hand, as the spacing between the adjacent D2 excited
levels is only on the order of 100 MHz, such a broadband
memory scheme would not be possible with D2. An al-
ternative solution to this limitation is to employ the D1
line in 87Rb which has about 800 MHz spacing between
its excited levels. Together with sufficiently large opti-
cal depths, such an implementation should allow a few-
hundred MHz bandwidth in our current setup.
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FIG. S2: Retrieved signal intensity with respect to

storage time An input signal with τ = 40 ns is stored and re-
trieved up to a microsecond. The decay arises from spin-wave
decoherence, whose main source is non-zero ambient magnetic
fields that lift degeneracy of the Zeeman levels and lead to de-
phasing between the spin states. The inset shows a fitting of
the normalized memory efficiency to a decaying exponential
function, which yields decay time of (330± 13) ns

SIII. Numerical analyses and simulations of

experiments

The numerical analyses of the Maxwell-Bloch equa-
tions in the ATS regime are performed with a standard
Euler method using MATLAB software. Before calcula-
tions, the consistency of the atom-light parameters (d,
γe and Ωc) with respect to their definitions is inspected.
First, by considering Ωc = 0, the response of the two-level
system (|g〉 and |e〉) is probed by a test signal pulse for an
example setting of Γset = 2γset

e and dset. The bandwidth
of the test signal is chosen to be much smaller than Γset.
Under these conditions, the output signal arising from
a zero-detuning input signal is numerically calculated.
From the attenuation of the test signal,the optical depth
is found to be d = dset, exactly as defined. In addition,
this examination is performed for test signals with detun-
ings from −4Γ to +4Γ. For each detuning, the output is
calculated, and absorption is plotted with respect to de-
tuning. The resulting Lorentzian curve has a linewidth of
Γ/2π = Γset/2π at FWHM, exactly as defined. Second,
the dynamics of the three-level system is inspected for a
test control field in the regime Ωc > Γ. In this case, the
input test signal’s bandwidth is chosen to be larger than
Ωset

c , and the time dependence of spin, photon and po-
larization are calculated. As expected from the theory, it
is verified that each component oscillates exactly at the
period of Ωc/2π = Ωset

c /2π.

The simulation of the storage experiments is performed
using the measured atom-light parameters dexp, Γexp

and Ωc (extracted from independent experiments), and
the recorded input and control field traces, which con-
tain all timing information of the experiment and con-
trol power. The Rabi frequency for the control field

is calibrated according to Ωc(t)/2π = α
√

P(t) with

α = 5.75 MHz/
√
mW, which is established from the

ATS vs. control power characterizations. In addition, the
non-uniformity of the Rabi frequency, resulting in broad-
ened ATS lines (δΓATS) needs to be considered, otherwise
the numerically calculated memory efficiency is approx-
imately 25 − 30% more than the directly measured one,
while the dynamics are unchanged. This effect is taken
into account with a simple model based on our exper-
imental conditions, including γs ≪ γe, δΓATS/2 ≪ Ωc

and BFWHM ≈ Ωc/2π. As detailed in Methods, un-
der these conditions the overall impact of the ATS line
broadening is to reduce the memory efficiency by induc-
ing a larger polarization decay rate (i.e. decreasing F ),

while the effective optical depth (d̃) is approximately pre-
served. Also by considering that the measured transition
width (Γexp) includes a residual Doppler broadening, we
define the atom-light coupling rate, the effective polariza-
tion decay rate γeff

e , and the effective peak optical depth

deff as g
√
N =

√

rdeffγe/2L, γ
eff
e = (Γexp + 2δΓATS)/2,

and deff = dexp(0.5 × Γexp)/γeff where r = γeff
e /γe, and

δΓATS = Γexp
ATS− (Γexp/2) is the effective ATS line broad-

ening (excluding the residual contribution from the spin-
decoherence), which is extracted from the measured ATS
spectra.
As a consistency check, we compare the results of ba-

sic experiments configured for Ωc = 0 (where there is
no ATS memory) to numerical simulations with these
parameters. In the first experiments, a long pulse with
BFWHM ≪ Γexp/2π is sent to the cold atoms and the
transmitted signal is recorded. These experiments are
well simulated in terms of both the profile and ampli-
tude of the transmitted signal using dexp ≈ 3.3 to 3.5.
In the second experiments, a short pulse with BFWHM >
Γexp/2π is sent to the cold atoms. In addition to an atten-
uated transmission, a coherently emitted delayed pulse
due to a stimulation effect is recorded. The shape, am-
plitude and delay between the re-emission and transmis-
sion are governed by d and γe, allowing their inspection
together. These experiments are also well-simulated with
setting of dexp ≈ 3.3 and Γexp/2π = 2γeff

e /2π = 7.7 MHz
confirming the consistency our set parameters. Finally,
for the storage experiments, the spin-wave decay rate pa-
rameter (γexp

s ) is extracted from the memory efficiency
vs. storage time measurements as described in Methods.
The consistency of this parameter is directly verified by
simulating each measurement result from the memory ef-
ficiency vs. storage time experiment.
Consequently, taking into account the overall instabili-

ties in atoms numbers (optical depth) and spin-coherence
times in the day-to-day operation of our system, we
set dexp = 3 − 3.5, Γexp/2π = 7.7 MHz, γexp

s /2π =
0.25 − 0.40 MHz, δΓexp

ATS/2π = 1.9 MHz and Ωc/2π =

5.75 MHz/
√
mW ×

√
P in the simulations of all of the

experiments. Finally, we point out that the ATS line
broadening due to the non-uniform Rabi frequencies, as
observed in our experiments, can be easily eliminated
by appropriate selection of the beam sizes, for instance,
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choosing the control beam size much greater than the probe size.
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