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Abstract

This report describes the method and rationale that
was used to interface the BIRIS 3-D laser range sen-
sor to a multiprocessor system that runs under the
Harmony realtime operating system. The report is pri-
marily concerned with a description of a “server” that
presents to the application programmer a clear abstrac-
tion of the BIRIS system so that control of the device
and access to its data are uncomplicated. The system
described here is a component of a mobile robot sys-
tem being developed by the Autonomous Systems Lab-
oratory at NRC.
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Résumé

Ce rapport décrit la méthode et les principes qui ont
présidé i ’interfagage entre le télémetre laser 3D
BIRIS et un systéme & multiprocesseur qui tourne

sous le systéme d’exploitation en temps réel Harmony.
Le rapport porte surtout sut la description d'un «ser-
veur» qui présente au programmeur d’applications une
abstraction nette du systéme BIRIS, de sorte que la
commande du dispositif et I’accés & ses données sont
des opérations simples. Le systéme décrit est une com-
posante du systéme robotique mobile en cours de déve-
loppement par le Laboratoire d’automatique du CNRC.




Introduction
Functionality of the BIRIS Server

Introduction

The NRC mobile robot project {1] has relied upon a
sonar array and until recently a simple laser slit scan-
ner as range Sensors to support ongoing experiments
in sensor-based collision avoidance. BIRIS [2], which
was developed by the Autonomous Systems Labora-
tory at NRC, is now replacing the laser slit scanner
and is being integrated into the Harmony'-based sys-
tem architecture [3-5]. This has occurred because
BIRIS can provide full 3-D range data that the slit
scanner is incapable of supplying and because it offers
better noise immunity than the slit scanner. The BIRIS
system is now being installed on the vehicle.

BIRIS in its present form projects a slit of laser light
with a 22° vertical dispersion that is observed by a
CCD camera fitted with a custom built double aper-
ture lens. This lens produces a split image of the sur-
face that is illuminated by the projected laser line,
The separation of the images of the line at each peint
is related to the distance to the illuminated surface.
The number of range samples obtained from the image
of a single projected line is programmable; currently
it is 64. In this implementation, the sensor head is
scanned mechanically by a DC servo motor which is
computer controlled.

The BIRIS system configured for this application of-
fers short range sensing limited to about 3.5 m, This
is adequate for local navigation purposes. At present,
two immediate. applications are being considered: the

first is the use of BIRIS for geometric mapping of the

local environment for path planning collisicn avoid-
ance, the second is the integration of BIRIS range
data directly into the certzinty grid which is used for
reactive collision avoidance [6} to improve its resolu-
tion and performance. Other applications include ini-
tial studies in environment modeling for localization
purposes. :

The initial implementation of the BIRIS system on

the mobile robot uses a single laser projector and two
video fields per acquisition (i.e., an acquisition rate of
1/30 s) and only a single degree of freedom (azimuth
scanning). Elevation scanning can be added, if re-
quired, since an uncommitted servo controller is

I Mark reserved for the exclusive use of Her Majesty the Queen in
right of Canada by the National Research Council of Canada./
Marque déposée réservée & l'usage exclusif de sa Majesté du chef
du Canada par le Conseil national de recherches du Canada,
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available. Furthermore, only 2-D data are currently
made available with each acquisition since only the
range to the closest point along the entire projected
laser line is actually transferred to the Harmony sys-
tem. This is a software limitation which will be
changed so that full 3-D data will be available,

This report is primarily concerned with a description
of a “server” that has been designed and implemented
to interface the BIRIS system to the runtime multipro- .
cessor, The role of the server is to present to the appli-
cation programmer a clear abstraction of the BIRIS
system so that control of the device and access to its
data are uncomplicated.

Functionality of the BIRIS Server

BIRIS will be used primarily as a source of realtime

range data for local navigation purposes. However,

it is expected that there will also be a need, as de-
termined by some users, to supply range data and
vehicle position data to remote systems for off-line
analysis related to environment modeling. It is ex-
pected that both needs can be satisfied through the
Harmony system — using the BIRIS server described
here, the K2A server, and a planned Ethernet server.

The BIRIS Sensor .

The BIRIS sensor is described in detail in ref. 2. Phys
ically it consists of a sensor head and a processor sys-
tem. The head is comprised of a small CCD camera
with a double aperture lens and a 19.5-mW laser pro-
jector mounted on a DC servo motor. The processor is
configured from a number of commercial VMEbus -
products and is packaged in a single VME rack.

The BIRIS Server

The abstraction of BIRIS that is presented to the appli-
cation programmer is determined by the BIRIS server.
In its initial form, the server presents a very simple ab-
straction. The application task can instruct BIRIS to
acquire data using either a single scan mode or a con-
tinuous scan mode of operation. Furthermore, BIRIS
data in polar form (range vs. azimuth) that have al-
ready been acquired can be transferred to the client
task on request. Clockwise and/or counterclockwise
scan limits must be explicitly provided with each scan
request. Auxiliary requests allow the scanning veloc-
ity or other motor control parameters to be changed.
Note that requests for scan data occur asynchronous to




actual data acquisition, The initial implementation of
the server responds by supplying the latest complete
scan. This results in an inherent delay between acquisi-
tion and presentation of data when continuous scans
are being acquired. The magnitude of the delay is de-
termined by the scan duration. Because this delay may
jeopardize the performance of the robot in time-critical
collision avoidance applications, methods to improve
the presentation of the data will be considered in the
near future.

Note that the BIRIS server is derived directly from
the Slit server that was written for the laser slit scan-
ner. Differences include the removal of vehicle posi-
tion data from the server since in recent applications
these data are obtained directly from the K2A server
that controls the mobile robot, the removal of the
event generation mechanism, and the removal of the
proximity alarm (hazard detection) mechanism.

System Configuration — Hardware

Overview

Figure 1 illustrates the system hardware configuration.
Two independent VMEbus chassis are linked through
a bus window provided by a VME-VME (A32/D32
IRQ1* ~ IRQ7*) bus coupler (Bit 3, model 412) [7].

Harmony
Multiprocessor
[y
VMEbus Y
- ] - -
\
8lta
¥ME - YME
Bus Coupler
Pan Tl
(A7) (E}
motor motor
lmsVME T%%BOBO
VME -
Bus Coupler 2-axls contreller
A 1
VMEbus i
-~ 4 -

3
X

BIRIS
Hardware

Figure 1. BIRIS configuration on the mobile robot.
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System Configuration — Hardware

The separation is necessary because the large bus
bandwidth demanded by the BIRIS Datacube hardware
would seriously degrade the multiprocessor perfor-
mance if they were to operate on a common shared
bus. The bus coupler is configured to provide a mem-
ory mapped window from the Harmony multiprocessor
into the BIRIS system. Furthermore, a variety of inter-
rupts are conveyed from BIRIS to the multiprocessor
for synchronization purposes.

Panning of the BIRIS sensor head is directly managed
by tasks running under Harmony using a model 7600
dual axis servo controller manufactured by Technol-
ogy 80 Inc. [8]. The second axis is available for tilt
control if required in the future. The controller in-
cludes on-board low power drive amplifiers, An inter-
rupt announces the end of the current azimuth scan.
(In the future, elevation motions will also raise inter-
rupts.) During initialization, the zero index of each
drive is found by polling in order to define a 0° azi-
muth (“bome™) position.

Interrupts

Since Harmony systems are preemptive in nature, it is
essential that all interaction with the outside world be
interrupt driven if Harmony is to be used to full advan-
tage. In this way, an efficient task structure can be cre-
ated to respond effectively to external events; this is
the essence of realtime systems. Consequently, a num-
ber of interrupts are provided in the BIRIS system to
satisfy this requirement, '

Note that Harmony distinguishes between logical inter-
rupts and physical interrupts. A number of logical in-
terrupts may share the same physical interrupt level

“since they are demultiplexed in Harmony by an inter-

rupt service routine. In Harmony, a logical interrupt is
used to trigger a task that is blocked waiting for that
interrupt. The interrupts are listed below (listed as de-
vice codes as they appear in the source code).

BIRIS Interrupts

Note that in normal operation, after a command is is-
sued, 2 number of BIRIS_DATA_DEY interrupts, cach
announcing the completion of a single acquisition,
will occur and will be followed by a BIRIS_CMD in-
terrupt that defines the end of an acquisition sequence.

* BIRIS_DATA_DEYV (physical level 2) — issued by
BIRIS to indicate the completion of a single data
acquisition. Note that this interrupt is asserted by

ERB-1037, The BIRIS Server




Interface Mechanics

BIRIS unconventionally during an acquisition and

not after that acquisition is complete. Therefore, to
avoid acquiring invalid data, this interrupt is used

by the interrupt service routine to indicate that the
previous acquisition is available.

+ BIRIS_CMD (physical level 2) — issued by BIRIS
to indicate the completion of an acquisition se-
quence. A new BIRIS command must not be issued
until this interrupt has been asserted and serviced.

Motor Controfler Interrupts

» MOTOR_END_OF_SCAN (physical level 3) — is-
sued by the motor controller to announce the comple
tion of an azimuth motor scan.

Fallure Interrupts

* BIT3_PERR (physical level 2) — interrupt issued by
the bus coupler to indicate that a Parity error has
been detected during a transfer across the bus inter-
face.

* BIT3_BERR (physical level 2} — interrupt issued
by the bus coupler to indicate that a bus cycle ini-
tiated by the bus coupler on the BIRIS VMEbus has
failed due to a Bus Error.

The last two interrupts are used to announce fatal hard-

ware failures,

‘Physically, all interrpts associated with BIRIS are
bus vectored. A local interrupt vector register which
resides on the bus coupler board that is plugged into
the multiprocessor VMEbus contains the interrupt vec-
tor for all level 2 (BIRIS) interrupts. The interrupt
vector for the motor controller is physically located in
an interrupt vector register on the motor controller cir-
cuit board.

typedef struct BIEXEC_COM
{

Int.16 COMMAND;

Int_16 STATUS;

Int_16 ACQ_LINE;

char PARAM[BIEXEC_PARAM_SIZE];
int_16 CURRENT_FRAME; -

int_16 CURRENT_PRO.;

int_16 _Birls_cmd_Int_enable;
int_16 _Blrls_data_Int_enable;
int_16 _Birls_motor_access:

:

Figure 2. A portion of the data structure used for BIRIS control.

Green and Blais

/*
/*

interface Mechanics

Command and .Control

The BIRIS system used here is a prototype that has
been configured mainly from commercial hardware
manufactured by Datacube. This system is controlled
by a 68020-based single-board computer manufactured
by Motorola that operates under the OS9™ operating
system from Microware, This board supervises the
BIRIS system. The system contains a nonvolatile
RAMdisk which is used by the 68020 supervisor for
automatic initialization of BIRIS.

A data structure that is created and managed by the
68020 supervisor can be used to control BIRIS re-
motely, This structure alse appears in the Harmony
multiprocessor memory map, by way of the bus
coupler. The structure, Fig. 2, contains a command
register, a status register, and a variety of other com-
ponents which are used to point to data structures
within BIRIS or to enable or disable specific BIRIS
features. In short, remote control of the BIRIS system
involves manipulating this data structure;

To issue a typical command to BIRIS, for example,

a parameter string is copied to the PARAM[] element,
and a code is written to the command register. If the
_Biris_cmd_int_enable flag has been asserted, then
an interrupt will be generated to the multiprocessor
bus when actions resulting from the current command
have been completed. The interrupt service routine
will demultiplex the interrupt in part by examining
the command register in the structure. If it is nonzero,
then the interrupt is assumed to be a Biris Data inter-
rupt. If it is zero, then a command interrupt has oc-
curred since it is cleared by BIRIS on completion of
command execution.

subset of BIRIS definition */

command register */

/* status register */

/*
/*
.‘I*
/*
/*
/*
/*

acquisition number */

parameter string */

current frame in this sequence */

current projection line In this acquisition */
command interrupt enable flag */

data Int enable flag */

enables BIRIS access to motor */




Access to BIRIS Data

A data array appears in the BIRIS memory map

(Fig. 3). This memory also appears in the memory
map of the multiprocessor by way of the bus coupler.
A pointer to the base of this array (Biris_range_ptr) is
obtained by the remote system by issuing a command
to BIRIS: “BI_GET_VME_ADDR_DIST”. The pointer
is returned as an ASCII string in the PARAM][] ele-
ment. Range data arrays and intensity data arrays al-
ternate in BIRIS memory. The size (Biris_frame_size)
of each array, i.e., either a range data array or an
intensity data array, is determined by issuing a “BI_
GET_VME_INC_FRAME" command to BIRIS.

The command used to initiate a BIRIS acquisition
requires a parameter that specifies the number of
acquisitions to be performed. This parameter is writ-
ten directly to the PARAM([] element. In the server,
the number of acquisitions for each scan is computed
from the duration of the requested scan (see the last
item in Appendix C). A single acquisition contains a
fixed number of data points. At present there are 64
points and the first element of the range array con-
tains the closest sample in that acquisition, In the ini-
tial implementation of the BIRIS server, these are the

-— Birls_fiame_size"——— Blis_fiame_size—i-

Bis_jonge_ptr*
N Jonge vold L’;‘;’;’;ﬁ vold azmuth)
ACQ_LINE®
{acqulsition number;
Ronge Anay Intentity Armay Azlmuth

Array

Range to closest point®  Intensity of closest polnt*

Figure 3. Organization of BIRIS data. Notes: 1. The number of
samples in each acquisition is related to the acquisition rate:

64 samples @ 2 fieldsfacq. (30 Hz rate); 128 samples @ 3 fields!
acq. (20 Hz rate). 2. The base of the range array is obtained from
the BIRIS command: “BI_GET VME _ADDR_DIST.” 3. The
BIRIS frame_size is obtained from "BI_GET_VME_INC_
FRAME" command. 4. The first element of each array contains
the range or intensity of the closest point for that acquisition.

5. Each entry is indexed by the acquisition number in the current
sequence.
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Blrls_azimuth_ptr

- System Configuration — Software

only range data that are returned. The ACQ_LINE ele-
ment of the control structure contains the index num-

‘ber of the current acquisition in the sequence. It also

is the index used in the azimuth array to find the
motor azimuth at the time that that acquisition was
made.

In summary, with the arrival of a BIRIS data inter-
rupt, the current acquisition can be located in BIRIS
memory from the relationship

[Biris_range_ptr
+ (2 * ACQ_LINE * Biris_frame_size)]

Some special cases exist for ACQ_LINE. During
startup, ACQ_LINE is coded as -1 and the associated
acquisition is discarded. The remaining acquisitions
are read by indexing directly with ACQ_LINE, At the
end of an acquisition sequence, ACQ_LINE is coded
as —-128.

System Configuration — Software

The Harmony task structure that has been implement-
ed is outlined here. The BIRIS server communicates
with eight low-level tasks (Fig. 4). Typical of all serv-
ers, the BIRIS server is normally blocked awaiting a
message from either a client task, a notifter task, or
one of its worker tasks. In Harmony, a notifier task is
a task that normally waits for a specific interrupt and
then, by sending a message, notifies another task that
the interrupt has indeed occurred. With the arrival of a
message at the server, an appropriate case statement is
gxecuted and the server again blocks awaiting the next
request. The next section “High-level Software Inter-
face” describes the messages that are handled by the
BIRIS server; this section describes the role of the var-
ious low-level tasks that are part of the BIRIS server.
Note that the application programmer is not aware of
these tasks.

The BIRIS server synchronizes the acquisition of
BIRIS data and the control of the scanning motor.
When a request for a scan is received, the server ini-
tiates a sequence of actions which ensure that the no- -
tifier tasks are all blocked awaiting the interrupts
which will occur at the conclusion of the scan, that
the motor is issued the correct drive command, and
that BIRIS is issued the correct acquisition command.
At the end of the scan, BIRIS will report with an in-
terrupt that the acquisition sequence has finished and
the motor controller will also report with an interrupt

ERB-1037, The BIRIS Server




System Configuration — Software

“BIRIS_CMD_COMPILETE*

*NEW_POINT \AZ_SCAN_DONE'

A}
BIRIS_DATA_DEV -+

> MOTOR_END_OF_SCAN

Figure 4, Harmony task configuration. Note: each notifier task is nar'mally blocked

awaiting its interrupt.

when motion has terminated. These actions are syn-
chronized internally by the server before a new BIRIS
acquisition can be initiated. Note that the only differ-
ence between a single scan request and a continuous
scan request is that, in the continuous case, the next
sequence is initiated automatically. In all cases, incom-
ing data are buffered according to scan direction.

Tasks

_Biris_emd_notifier ‘
This notifier task receives the BIRIS_CMD_COM-
PLETE interrupt from BIRIS indicating that the last
command transferred to the BIRIS system has com-
pleted. It is used in conjunction with the AZ_SCAN_
DONE message from the _Biris_az_notifier task to
determine that a BIRIS scanning operation has com-
pleted; i.e., all data have been received AND the
motor has stopped.

_Biris_cmd_transfer

This worker task is normally blocked waiting for a
reply from the server. When the reply message does
arrive, it contains the next command to be transferred
from this task to BIRIS. The use of a separate task

Green and Blais

*AZ_READY*

here provides a simple method to gua-
rantee synchronization with the BIRIS
system. '

_Biris_data_notifier

This task receives interrupts at the video
frame rate (1/30 s) and sends a NEW_
POINT message to the BIRIS server
task at this rate, This notifier collects
the latest range data from the BIRIS
system and the current azimuth data

BI3_BERR = - from the motor controller. These data

are included in the NEW_POINT mes-
sage to the server.

_Biris_az_notifier

This notifier task is normally blocked
awaiting an interrupt from the azimuth
servo controller indicating completion
of the scan. Upon receipt of the inter-
rupt, the task will send an AZ_SCAN_
DONE message to the server, This is
used along with the BIRIS CMD_COM-
PLETE message to synchronize the oper-
ation of the motor and the BIRIS system
in preparation for the next scan,

_az_scan_start

This worker task is used to start a new azimuth scan.
1t is normally blocked waiting for a reply message
from the BIRIS server. When the server wishes to
start a scan, it will transfer a message to this task
which will specify the destination of the next scan.
The task then unblocks and starts a scan directly by
communicating with the motion controller. It then
sends the AZ_READY message to the BIRIS_server
and blocks to indicate that it is again ready.

_Biris_timeout

If the BIRIS timeout mechanism has been enabled,

this task will be created dynamically whenever a
BIRIS command is issued. The task uses the hardware
clock to generate an interrupt after a 4 s delay. If the
clock times out, then this task is dispatched by the ar-
rival of that interrupt and will immediately send a mes-
sage to the BIRIS server to signal a timeout failure.
Normally, this task is destroyed by the BIRIS server
before the clock times out and so an error report is
avoided.




_Biris_parity_err

This notifier task is created to report communication
errors that may occur in the VME-VME bus coupler.
In practice, these errors do not occur except in cases
of fatal hardware failures. This task blocks and awaits
a Parity Error interrupt from the bus coupler, If such
an interrupt is observed, a message is transferred to
the BIRIS server.

_Biris_bus_err

This notifier task is used to report fatal Bus Errors
that occur on the BIRIS VME chassis due to a failed
bus cycle initiated by the bus coupler. In practice,
these errors do not occur except in cases of fatal hard-
ware failures, This task blocks and awaits a Bus Error
interrupt from the bus coupler. If such an interrupt is

observed, a message is transferred to the BIRIS server.

Future Tasks

The following tasks will be required if a tilt axis is to
be added to the BIRIS sensor head. They are similar
to the motor tasks listed above except that they are in-
tended to be used for the tilt motor (elevation scan)
rather than the pan motor (azimuth scan). Note that,
for each change in elevation angle, a new BIRIS cali-
bration is required in order to express the range mea-
surements in a single Cartesian frame of reference
{the vehicle frame of reference or the world coordi-
nate system). This can be implemented within the
BIRIS system by reloading the internal lookup tables.
A calibration must exist for each angle of elevation
that is chosen.

_el_scan_notifier

Similar to above except that it applies to the elevation
scan.

_el_scan_start

Similar to above except that it applies to the elevation
scan.

High-level Software Interface

The abstraction presented by the BIRIS server is real-
ized through a set of predefined messages which are
sent to the server by client tasks. These messages are
concerned with configuring and controlling the sensor,
requesting BIRIS range data, and managing the rou-
tine activities of a server such as opening and closing
connections.

6

High-level Software Interface

A number of internal tasks are used by the BIRIS
server to interact with the BIRIS system through
hardware interrupts and a memory mapped interface. -
These tasks also use messages to communicate with
the BIRIS server. In addition, several message types
are used to report to the server the occurrence of fatal
system errors. These messages are also outlined in this
section,

In the future, when elevation scanning is added, a new
message must be defined to control the servoing of

the elevation axis and to make the necessary changes

to the BIRIS system lookup tables so that the system
remains calibrated. Data acquisitions will not occur
during elevation changes.

Messages from Client Tasks
REQUEST_POINT

This message requests the latest range and azimuth
data from the BIRIS server. In the initial implemen-
tation, the data will be composed of a single range
sample representing distance to the closest object
illuminated by the laser projector and the correspond-
ing azimuth reading. In the next implementation of
the server, a full vector of range samples will be re-
turned representing a sequence of spatial data samples
observed along the line illuminated by the laser pro-
jector.

REQUEST_SCAN_DATA

This message is used by a client to request a full scan
of BIRIS data. In the initial implenientation, range
data are double buffered by the server. As new data
are being received by the server, data from the last
complete scan are available to any client task that re-
quests them. This introduces a potentially unaccept-
able delay between the acquisition of data and the
availability of that data. This issue will Jikely be ad-
dressed in future versions of the server.

BIRIS_TIMEQUT_ENABLE

This message enables a timeout mechanism that will
notify the server if the BIRIS system fails to respond
because of a hardware failure. (See BIRIS_TIME-
OUT_ERR message.) :

BIRIS_TIMEQUT_DISABLE

This message disables the BIRIS timeout mechanism.

ERB-1037, The BIRIS Server
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BIRIS_MOTOR_PARAMS

The servo motor that scans the BIRIS sensor head

is controlled directly by an HCTL-1000 general pur-
pose motion control IC manufactured by Hewlett
Packard [9]. A number of parameters must be supplied
to the controller before it can operate. These default
parameters are normally presented automatically dur-
ing initialization of the BIRIS server. They include the
sample time, the digital filter pole, the digital filter
zero, the digital filter gain, the maximum motor ve-
locity, and the maximum motor acceleration. This
message to the BIRIS server allows a client task to
dynamically adjust the motor control parameters re-
gardless of the default values.

BIRIS_SINGLE_SCAN_RQST

This message is used by a client task to trigger a sin-
gle scan of the BIRIS sensor. The destination angular
position of the scan motor is contained in the mes-
sage. Note that, when elevation control is added to the
system, any change in sensor elevation must be com-
pleted before an acquisition scan is executed. This is
necessary in part to ensure that the appropriate lookup
table has been loaded into the BIRIS system so that
“the sensor remains calibrated.

BIRIS_CONT_SCAN_RQST

This message from a client task triggers continuous
scanning of the BIRIS sensor. The angular limits of
the scans are specified in the message. Each sweep of
the sensor, either clockwise or counterclockwise, pro-
duces a buffer of data. Hence one buffer exists for
clockwise sweeps and a second for counterclockwise
sweeps. The destination angular positions (CW and
CCW) of the scan motor are contained in the message.
Note that, when elevation control is added to the sys-
tem, any change in sensor elevation must be com-
pleted before an acquisition scan is exccuted.

BIRIS_STOP_SCAN_RQST

This message is used to terminate continuous scanning
at the completion of the current scan cycle.

BIRIS_HOME

This message from a client task requests that the sen-
sor be driven to the straight-ahead position (0° azi-

muth). No BIRIS data are acquired during this motion.
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OPEN_REQUEST

This message from a client task is a request to open a
connection to the BIRIS server. This functionality is

typical of all Harmony servers whereby connections

can be changed dynamically. In addition to the usual
mode of connection, the BIRIS server also supports a
special connection type called a “DAT” or data connec-
tion. This type is used to notify the server that the re-
questing task is to be issued data automatically when

a buffer is acquired.

CLOSE_REQUEST

This message is used by a client task to close a con-
nection to the server.

READY_FOR_DATA

A task that has opened a DAT connection fo the server
will send this message type to indicate that it is ready
to receive an unsolicited buffer of data from the ser-
ver. The data will be sent to the task when they be-
come available.

Messages from Internal Tasks
NEW_POINT

The _Biris_data_notifier(} task will send this message
to the server at the completion of each BIRIS acqui-
sition. In the initial implementation it will include a
single range sample and the corresponding azimuth,
whereas in the future, it will include a full vector of
range data and the azimuth.

CMD_TRANSFER_RDY

This message is used by the _Biris_cmd_transfer()
worker task to announce that it is now available to
transfer another command to the BIRIS system. It
plays only a synchronization role, allowing the task to
block and await the next _Reply() from the server. No
record is made of the fact that it has reported.

AZ_READY -

This message from the _az_scan_start(} worker task is
sent to announce to the server that the task has be-
come ready to accept the next motor control com-
mand. When the server is ready to drive the motor, it
“replies” a message to this task containing the next
motor destination. The task then activates the motor
controller.




AZ SCAN_DONE ‘

This message from the _Biris_az_notifier() task indi-
cates that the latest motor action has been completed
(the MOTOR_END_OF_SCAN interrupt has been re-
ceived).

BIRIS_CMD_COMPLETE

This message from the _Biris_cmd_notifier() task an-
nounces the completion of a BIRIS command (the
BIRIS_CMD interrupt has been received).

Messages from Internal Tasks Reporting
System Errors

BIRIS_TIMEOUT_ERR

This message from the _Biris_timeout() task indicates
-that a fatal hardware error in the BIRIS system has oc-
curred.

BIRIS_BUS_ERR

This message from the _Biris_bus_err() notifier task
indicates that a bus cycle on the remote BIRIS YME
chassis initiated by the bus coupler has failed, It is
most likely due to a hardware failure within the bus
coupler or the BIRIS system. '

BIRIS_PARITY_ERR

This message from the Biris_parity_err() notifier task
indicates that a communication error has occurred on
the bus coupler.

Initialization of the BIRIS Server

Creation of the BIRIS server by an application pro-
gram at runtime is achieved by a Harmony system
call, _Create_server(). Internally this results in the
creation, in the proper sequence, of the internal tasks
that together makeup the server.

Most servers in Harmony make use of a server initial-
ization record that supplies parameters to the server at
startup. This is done to simplify the process of adapt-
ing the server to different applications since all of the
application specific parameters are located in a single
compact file. Birisinit.h (Appendix A) contains the def-
inition of the structure and an example of a declara-
tion can be found in Birisinit.c (Appendix B}. For the
BIRIS server, the initialization record is a structure
containing, amongst other things, the global indices of
all of the tasks that are internal to the BIRIS server,
the name of the bootfile (found on the internal BIRIS

]
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RAMUdisk) to be used by BIRIS during initialization, a
vector containing the default motor parameters, a vari-
able containing the sample rate of the BIRIS system,
and the maximum range value beyond which range
data will be discarded. Therefore, at the completion of
startup the server and all of its associated hardware
will be initialized appropriately.

Summary

This report has described the initial development of a
server which was built to integrate the BIRIS system
into a Harmony runtime environment being used on an
experimental mobile robot. While some improvements
have already been suggested in the report, experimen-
tation with the complete robot system will no doubt
identify others, Depending on results obtained and in-
terest from other parties, a new version of the BIRIS
system offering higher density packaging, lower power
requirements, and better performance may be devel-
oped as a result of these efforts.
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Appendix A. The Structure Definition of the Server Initialization Record

struct BIRIS_INIT_REC

{
struct INIT_REC BIRIS_HDR;
char BIRIS_NAME[32];
uint_32  BIRIS_CMD_NOTIFIER_INDEX;
uint_32  BIRIS_CMD_TRANSFER_INDEX;
uint_32  BIRIS_DATA_NOTIFIER_INDEX; -
uint 32 BIRIS_AZ_NOTIFIER_INDEX;
uint_32  AZ_SCAN_START_INDEX;
uint_32  BIRIS_TIMEOQUT_INDEX;
ulnt_32  BIRIS_BUS_ERR_INDEX;
ulnt_32  BIRIS_PAR_ERR_INDEX;
char BOOT FILE{32];

struct MOTOR_PARAM MOTOR;
Int_16  BIRIS_DATA_RATE;
ulnt_16 BIRIS_MAX_RANGE;

7
#dlefine I_BIRIS_INIT_REC 1
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/* global Index of emd noftifler task */
/* globadl Index of cmd transfer task */
/* global Index of data notifler task */
/* global Index of az noflfier task */

/* glebal index of az scan start task */
/* global index of timeout task */

{* global index of bus error task */

/* global Index of parity error task */
/* BIRIS boot fllename */

/* motor operating parameters */

/* BIRIS sample rate (ms )} */

/* range data exceeding this limit are discarded */

1
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Appendix B. An Example of the Server Initialization Record

struct BIRIS_INIT_REC bs_init =

{

12

slzeof(struct BIRIS_INIT_REC),
|_BIRIS_INIT_REC,

c,
"BIRISSERV:",

BIRIS_ CMD_NOTIFIER,
BIRIS_CMD_TRANSFER,
BIRIS_DATA_NOTIFEER,
BIRIS_AZ_NOTIFIER,

AZ_SCAN_START,

BIRIS_TIMEOUT,

BIRIS_PAR_ERROR,

BIRIS_BUS_ERROR,
*tdd/users/birls/binitlal.par”,

{OxAF, Ox7F, OxEF, Ox3F, Ox2, Ox3322 },

30,
Ox7FFF,

/* sizo */
J* MSG_TYPE */
/% next T_INIT_REC */

/* global Indices */

/* BIRIS boot filename */
/* motor operating parameters */

/* sample, zero, pole, galn, max vel., max accel, */

/* Bltls acqulsltion rate In ms */
/* Blris max range limlt - tbd */
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Appendix C. BIRIS Server Design
Details

Drive Mechanism and Scan Control

The BIRIS system uses a DC servo motor to pan the
CCD camera. A commercial VMEbus motor controtler
manufactured by Technology 80 and based on the HP
HCTL-1000 controller chip is used. A 1000 line incre-
mental position encoder is used in the x4 mode yield-
ing a count resolution of 4096 counts per revolution
(0.088%/count),

ALL MOTIONS ARE CONSTRAINED TO LIE
WITHIN £360° ( £0x1000).

This is implemented by the function _Scan_limit(),
which truncates all motor destinations presented to
the motor controller, The maximum motion in either
direction is two full rotations: =359° to ( to +359°,

Representation
deg - binary degrees hex
0 ' 0 0  (dead ahead)
45 512 0x200
90 1024 0x400
180 2048 0x800
360 4096 0x1000

Unlike the Slit scanner where the camera was mecha-
nically scanned continuously and where direction had
to be computed from the azimuth data, each BIRIS
scan is initiated in software. An interrupt is used to
announce the completion of a scan. Two interrupts
occur: MOTOR_END_OF_SCAN from the motor ¢on-
troller and BIRIS_CMD, which occurs at the comple-
tion of a BIRIS acquisition sequence. For continuous
scanning operation, both are used to determine when
the subsequent scan can be started.

Driving to the HOME Position using the
BIRIS_ HOME Case

BIRIS_HOME does not force an immediate motor
motion unless the motor is stationary and no motion
requests are pending. Hence, if a request is issued dur-
ing a single scan, it remains pending until that scan is
complete. To drive to the HOME position during a
continuous scan operation, the BIRIS_STOP_SCAN_
RQST must be issued first to terminate the scanning,
then the BIRIS_HOME request can be issued.
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The reason for this has to do with the operation of the
HCTL-1000 motion control IC. If a BIRIS_HOME re-
quest is issued during a normal motion, the motor will
switch instantaneously to the Position Control Mode
(i.e., without velocity control) and will drive at high
speed to the home position. This is undesirable. The
design of this server ensures that the motor will drive
to the HOME position using the Trapezoidal Profile
Control mode that always limits the motor velocity to
the specified value (the default motor maximum veloc-
ity is specified in the server initialization record).

Command Transfers from the Server to BIRIS

The following describes how commands are trans-
ferred to BIRIS. After a command is issued, BIRIS
remains busy until command completion. Completion .
is announced by a BIRIS_CMD interrupt which occurs
after the command element of the BIEXEC_COM
structure is cleared, The _Biris_cmd_ notifier task is
used to await the command interrupt and notify the
server so that the next command can be issued. A va-
riable delay of from tens of microseconds to tens of
milliseconds occurs between command presentation
and command completion. This is due in part to the
fact that commands are presented to BIRIS asynchro-
nously and are synchronized internally to the vertical
sync rate. To accommodate this, a separate task is
used to transfer a command to BIRIS. The _Biris
_emd_transfer() task is a typical worker task that re-
ports to the BIRIS server to indicate that it is ready to
transfer a command to BIRIS. Typlcal operation then
involves

* replying to the _Biris_cmd_notifier() task so that it
will be blocked on an _Await_interrupt(} before the
next command is 1ssued

* replying to the _Biris_cmd_transfer() task so that
the actual command is issued

Transfer of Data from BIRIS to the Server

This server acquires and buffers BIRIS data. Data ar-
rive at half the vertical sync rate of the video camera

{1/30 s) and are announced by an interrupt. The

_BIRIS_data_notifier() task awaits the interrupts and
sends the current data to this server. The data include
the current azimuth referenced to the turret of the vehi-
cle and a calibrated range reading. Note that, unlike
the slit scanner with its wide field of view, no “head-
ing” calculation is required with BIRIS.
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Synchronization of the Number of BIRIS Data
Acquisitions with the Scan Length

The number of BIRIS acquisitions for each scan is ad-
justed automatically to match the given scan length.
The function _Get_acq_rate() computes the constant
of proportionality from the motor setup parameters
and from the BIRIS sample rate. These values are

14
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contained in the initialization record. _Get_acq_rate()
returns a value in units of encoder counts/acquisition,
Dividing a given scan length (encoder counts) by this
constant yields the number of BIRIS acquisitions for
that scan. (Since the constant is less than 1.0, the re-
ciprocal is used to aveid floats.) '
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Appendix D. Proposed Changes

Continuous Operation

The next generation BIRIS system may incorporate a
continuous mode of operation. This would eliminate
the 240 ms latency (startup delay) currently encoun-
tered with each new BIRIS acquisition. Typical ope-
ration would require sending the server a START_
CONTINUOUS message which would produce a con-
tinuous sequence of acquisitions. Each acquisition
would have an associated interrupt. Termination of
this mode would be provided by a STOP_CONTINU-
OUS message that would cease all acquisitions im-
mediately. The BIEXEC_COM structure would be
used to point to the most recent acquisition.

Green and Blais

Implications

Under continuous operation, data interrupts must be
disabled at the end of a motor scan and re-enabled
after the next scan is started. Even so, multiple sam-
ples at constant azimuth would still occur. A new flag
is required to identify the continuous mode (a further
description appears in the AZ_SCAN_DONE case in
the Birisserver.c source code). Single scans can also
benefit from this mode since the BIRIS latency is elim-
inated. Changes will have to be made to the BIRIS_
SINGLE_SCAN_RQST and BIRIS_CONT_SCAN_
RQST cases. In both cases, Biris_continnous_mode
will also be used to determine if a scan can be issued
immediately since Biris_ready will be FALSE in the
continuous case, '
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