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Fully Automatic Texture Mapping for

Image-Based Modeling

Stefanie Wuhrer Rossen Atanassov Chang Shu

Abstract

Image based modeling techniques construct digital shape models from 2D
images of physical objects. They are used in a wide range of applications,
where both virtual and real data is required. Texture information is a crucial
part of virtual models used to represent real world objects in simulations, ani-
mations, virtual and augmented reality, reverse engineering, and various other
applications. In this paper, we describe a fully automated method for creating
digital 3D models of real world objects with high quality texture maps from
digital images. The camera calibration is obtained automatically by using self-
identifying markers. The approach for texture mapping is mainly based on
Hernandez-Esteban [5] and Rocchini et al. [10]. Examples of results obtained
using the proposed application are presented and discussed.
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1 Introduction

Image based modeling techniques are used to construct three dimensional shape mod-
els from multiple two dimensional images of physical objects. They are used in a wide
range of applications, where both virtual and real data is required. Examples of these
applications include, but are not limited to simulations, animations, virtual and aug-
mented reality, and reverse engineering. Once a mesh representation of the three
dimensional model is acquired, it remains to find realistic texture information for the
object. Using high quality textures on coarse geometric models often yields better vi-
sual results than using poor texture on geometrically accurate models. Hence, texture
information is a crucial part of virtual models representing real world objects.

Reconstructing three dimensional digital shape models with texture information
from images is a well-studied problem, hence the following overview is not extensive.
Rocchini et al. [10] proposed a semi-automated approach for acquiring a three dimen-
sional model with texture information from a set of images. The approach requires
user interaction in order to calibrate the camera used to take the input images. After
this calibration step, the approach automatically reconstructs the three dimensional
geometry of the model by using a local registration step for each subsection of each
image and by using a silhouette-based approach. One of the major contributions
of Rocchini et al. is to obtain high quality texture maps for the three dimensional
model. The texture information is copied into a texture atlas, where special care is
taken to minimize artifacts along the edges of the mesh.

Duan [1] presents a fully automatic approach based on optimizing the photo con-
sistency using a system of partial differential equations (PDE). Starting from an ini-
tial mesh model, the PDE-based approach adaptively refines both the geometry and
the topology of the model. However, only closed surfaces can be modeled. Texture
information is found automatically.

Another fully automatic approach for acquiring a three dimensional model with
texture information from a set of images was proposed by Lensch et al. [7]. The
camera calibration is found using a silhouette-based approach. The silhouettes are
then used to reconstruct the three dimensional mesh model. The high quality texture
information for the model is found automatically and copied into a texture atlas.

Hernandez-Esteban [5] improved the approach of Lensch et al. [7] to find the cam-
era calibration automatically using a refined silhouette-based approach. The initial
silhouettes are used as input to an optimization problem that finds more accurate
calibration parameters. Hernandez-Esteban uses a particle-based approach that au-
tomatically creates textures for the mesh and filters highlights that may be present
in the input images.

In this paper, the following problems are addressed. Given a set of input images,
the camera calibration is found using a pattern of self-identifying markers. Once the
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calibration is known, a silhouette-based approach is used to obtain a three dimensional
mesh representation of the model. Finally, a high quality texture map for the mesh is
computed. Once the texture information is found, we copy all the texture information
into a small set of images called atlases in order to export the texture mapped model
efficiently. It is possible to export the texture mapped mesh model along with the
texture atlases to VRML or POV-Ray1 file formats. A visualization of the problem
statement is given in Figure 1.

input images ⇒ result

Figure 1: Visualization of the problem statement

Unlike previous works reviewed above, we use self-identifying markers to calibrate
the cameras, which yields a fully automated approach for reconstructing three di-
mensional models from a set of images. To obtain high quality texture maps for the
model, we implemented an approach strongly based on previous work by Hernandez-
Esteban [5] and Rocchini et al. [10] that achieves relatively small and densely packed
texture atlases. The approach is particle-based and employs both triangle-to-image
bindings and vertex-to-image bindings. Highlights are filtered by the approach and
a blending technique ensures that patch boundaries along the edges of triangles are
smooth.

The paper is organized as follows. Section 2 discusses how the input images are
calibrated automatically using self-identifying markers. Section 3 explains how a
three dimensional mesh representation of the model is obtained. Section 4 discusses
how a high quality texture map for the three dimensional mesh model is obtained. In
particular, we discuss how triangles in 3D are associated with texture triangles in the
input images, how the best texture information for each vertex in 3D is found, and
what steps are required to create texture atlases. Section 5 gives results obtained by
our implementation and finally, Section 6 gives concluding remarks.

1Available at http://www.povray.org

5



2 Camera calibration

The first step in image-based modeling is to determine camera calibration parameters.
The pin-hole camera model, illustrated in Figure 2, is usually used in computer vision
and computer graphics to represent the image formation process [13]. Suppose X =
[ X Y Z 1 ]⊤ is a 3D point and x = [x y 1]⊤ is its projection in the image plane,
both in homogeneous coordinate. The perspective projection can be modeled by

λx = K[R t]X,

where λ is an arbitrary constant, R is a rotation matrix and t is a translation vector,
together they relate the world coordinate frame to the camera coordinate frame, and
K is an upper triangular matrix defined as

K =







fx s u0

0 fy v0

0 0 1





 .

Camera calibration amounts to find out two types of parameters: intrinsic and
extrinsic [13]. The intrinsic parameters are in the matrix K, that is, the focal lengths
fx and fy, the principle point (u0, v0), and the skew factor s. For modern digital
camera, s can be safely assumed to be zero. The extrinsic parameters, the rotation
matrix R and the translation vector t, define the position of the camera where each
image is taken with respect to a world coordinate frame.

Camera calibration is usually done with the help of a calibration pattern. Tra-
ditionally, planar patterns, like chessboard [11], or 3D patterns, like cube [4], have
been used. These patterns have known geometry and when imaged, they provide
correspondences between 3D points with known coordinates and points in the image
plane. In this work, we use a planar pattern that consists of self-identifying markers,
called ARTags [2]. These markers can be identified reliably and quickly in the images.
The corners of the markers provide the 3D-2D correspondences that are pessary for
solving the calibration parameters.

We arrange the markers in an array and print them on a planar panel. The
object to be modeled is put on the panel and multiple images are taken from different
viewpoints. We use Zhang’s algorithm [15] to compute both intrinsic and extrinsic
parameters.

3 3D Reconstruction

Once a set of images are calibrated, that is, the camera intrinsic parameters found and
camera pose for each image computed, we adopt the visual hull method to reconstruct
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Figure 2: The pinhole camera model

a 3D model [6]. The basic idea is that the camera pose together with the silhouette of
the object in the image define a cone in 3-space in which the object is contained. By
intersecting all such cones, we find an approximation (the visual hull) of the original
shape. The more images we take, the closer the visual hull approximates the object.
Certain concave part of the object can never been reconstructed. But for most shapes,
this method is a simple way to reconstruction 3D shape from images.

The key issue here is to find the silhouette. This is a segmentation problem, which
is generally difficult to solve. In practice, controlled background, for instance, blue
screen, has been used [12, 9]. In our system, the background is the ARTag array. We
use the ARTags as calibration patterns. What is remarkable is that they also help
separate the object from the background. This is because we can recreate the image
of the panel in each view as if it is imaged at the viewpoint but without the object.
Then background subtraction is simply the difference of the two images. Details of
this method can be found in Fiala and Shu [3].

Once we find the silhouettes, we use a volumetric method to reconstruct the model.
The 3D space is first divided into voxel grids. Each voxel is tested against all the
cones. If it is outside a cone, it is carved out. The voxels that have passed the tests
form the visual hull. Finally, we run the marching cube algorithm [8] to create the
triangle mesh.

4 Texture Mapping

In this section, we explain how to obtain a high quality texture map for the three
dimensional mesh model. Section 4.1 discusses how triangles in 3D are associated
with texture triangles in the input images, Section 4.2 discusses how the best texture
information for each vertex in 3D is found, and Section 4.3 explains the steps are
required to create texture atlases.
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4.1 Triangle-Image correspondence

The aim is to find for each triangle T of the mesh a texture triangle T̃ located in a
single input image that best matches the 3D triangle. Denote the projection of T on
the input image I using the previously obtained calibration by T ′. The best matching
triangle T̃ is the projection T ′ onto an input image I, such that T is visible in I and
such that T̃ maximizes the area of all the projections T ′.

To find the best texture triangle for the 3D triangle T , we first test for each vertex
of the mesh whether it is occluded in any of the input images. This test is done using
a hardware-accelerated z-buffer solution offered by OpenGL. To use this solution,
the geometry of the mesh is rendered using the current calibration information as
viewing matrix. The vertex v for which the occlusion test is carried out is pushed
to the graphics card and the z-buffer value is read back. The vertex v is visible if
the z-buffer value corresponds to the position of v in the scene. Otherwise, v is not
visible. The results of the occlusion tests are stored in an incidence matrix. For
any given triangle, we then only take images into consideration where none of the
triangle’s vertices are occluded. For each image with this property, we compare the
outer normal of the triangle with the viewing direction of the camera. The most
fronto-normal camera is chosen, since this camera yields the maximal area in the
projection if zoom is neglected.

4.2 Vertex-Image correspondence

The method used for texture mapping requires for each vertex v of the mesh a texture
pixel of an input image that best matches v. Note that the matching of a texture pixel
to v is not determined by the mappings of texture triangles to v’s incident triangles.
The triangles incident to v may be associated with texture triangles in different input
images and conversely, the three vertices of a triangle T may be associated with pixels
in different input images. Therefore, the texture binding process outlined in Section
4.1 needs to be adapted to find the best texture pixel for a given 3D vertex.

The incidence matrix storing occlusion information explained in Section 4.1 is
used to find all the images in which a given vertex v is visible. Among all the images
in which v is visible, we only consider images in which the projection of v is not a
silhouette vertex. A pixel in an image is considered silhouette if it is located on the
boundary of the object and the background. Such pixels are not used for texture
mapping, because slight measurement errors in the camera’s calibration parameters
result in big color changes of the pixel. The projection of v is a silhouette vertex if
at least one of the triangles adjacent to v are occluded in the image [10]. Therefore,
the matrix storing occlusion information can be used to find silhouette vertices.

Among all the visible projections of v that are not silhouette vertices, we choose the
one located on the most fronto-normal image as the texture pixel with highest quality.
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This requires the knowledge of the normal vector for each vertex of the mesh. Clearly,
differential geometry implies that since a vertex of the mesh is an discontinuity, the
normal vector is not defined. However, various approximation techniques exist to find
the normal vector ~n of a vertex in a triangular mesh. In this project, ~n is computed
as a weighted sum of the normals of v’s neighboring triangles. This approach is
both simple and yields acceptable results. For a more detailed discussion on possible
choices of weights, refer to Wilke [14].

4.3 Atlas packing

This section discusses the creation of texture atlases used for texture mapping. The
approach that was implemented mainly follows the approach published by Hernandez-
Esteban [5]. First, the layouts of the texture atlases are created and each triangle of
the mesh is associated with a triangle in an atlas by setting texture coordinates for
the 3D triangle. Second, the texture atlases are filled with color. Finally, all atlases
are exported to JPEG image files and the final representation of the mesh along with
texture coordinates is exported as a VRML or a POV-Ray file.

We create one texture triangle per 3D triangle, which has the advantages of in-
troducing zero rectification distortion as well as being easy to implement. To obtain
the layout of the texture atlases we assume that all 3D triangles have a good aspect
ratio, which allows us to choose texture triangles as equilateral triangles. The layout
of the texture atlas is a tiling where most of the triangles are grouped in squares, see
Figure 3. The pairing of triangles into squares ensures that the atlas maps are space
efficient in practice. Statistics on the space efficiency of this layout can be found in
Hernandez-Esteban [5]. Next we describe how to assign a texture tile to each 3D
triangle and how to place the texture tile into the global texture atlas.

Each 3D triangle T is associated with a texture tile size in the following way. The
longest edge of the texture triangle T̃ associated with T is multiplied by a quality
constant. Denote the result of this computation by l. The tile size is then found by
matching l to the closest integer in the series of tile sizes Si = 2Si−1−1, i > 0, S0 = 2.
Note that all the tile sizes Si, i > 0 are odd integers. Once the tile sizes are found
for each triangle of the mesh, the 3D triangles are associated with texture tiles. To
achieve that, tiles in the atlas are paired into squares, called quads, sharing a diagonal.
The 3D triangles are paired according to the following criteria. The first triangles to
be paired are adjacent triangles in the mesh having the same tile size. The next class
of triangles to be paired are adjacent triangles in the mesh with different tile sizes.
They are paired by increasing the smaller of the two tile sizes. The last triangles to be
paired are non-adjacent triangles in the mesh having the same tile size. Since the 3D
triangles are not adjacent, the shared diagonal results in a discontinuity in the image.
This results in artifacts along the boundary of the 3D texture mapped triangles. To

9



Figure 3: The layout of the texture atlases. Figure by Hernandez-Esteban [5].

avoid this artifact, the diagonal of the quad is doubled and bilinear interpolation is
used to obtain a smooth transition between the two triangles. Figure 4 shows this
effect.

Figure 4: Bilinear interpolation along texture tiles with doubled diagonals. Figure by
Hernandez-Esteban [5].

After pairing the tiles into quads, each tile is assigned a location in the set of
texture atlases. This is achieved by sorting the texture tiles in decreasing order by
size. For each tile size, the first tiles to be assigned a location are tiles assigned to
adjacent triangles in 3D. The next tiles to be layed out are tiles assigned to non-
adjacent triangles in 3D. Finally, isolated tiles are considered. Note that there exists
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at most one isolated tile per tile size. The texture tiles are then put into the atlases
in decreasing order along rows. If the maximum width of an atlas is reached, a new
row is started. If the atlas does not contain sufficient space to hold further tiles, an
additional atlas is started. Note that due to the standard of graphics cards, the size
the atlas is always a power of 2. Along with laying out the triangular tiles in the
atlas, we set the texture coordinates accordingly for the corresponding triangle in 3D.

It remains to fill the texture atlases with color. This is achieved using a particle-
based approach, where each triangle of the mesh is treated as particle. To assign
colors to the pixels of the atlases, the vertex-image correspondences obtained in Sec-
tion 4.2 are used. The three vertices of a triangle T in 3D are associated with at
most three input images by vertex-image correspondences. This induces a correspon-
dence of T to at most three input images. Each 3D triangle T is projected to each
of the corresponding images, which yields at most three projected triangles. The
color information of the projections in the images is used to fill the tile in the atlas
corresponding to T with color using barycentric coordinates. Figure 5 illustrates this
coloring approach. For each pixel in the tile corresponding to T , we obtain the color
as a weighted sum of the projections of T in the at most three images associated with
T . The weight used for the coloring corresponds to the barycentric coordinate of the
tile pixel.

Figure 5: Particle based approach to blend the colors in the atlas. Figure by
Hernandez-Esteban [5].

For tiles assigned to non-adjacent triangles in 3D, the color of the doubled diagonal
is obtained using the bilinear interpolation approach discussed above and shown in
Figure 4. This approach blends the colors of the input images associated with vertices
of the mesh for each triangle of the mesh. It further offers the advantage that pair-
ing triangles into quads yields shared diagonals, thereby ensuring smooth transitions
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along the boundaries of 3D triangles. For non-shared boundaries, the smooth transi-
tions are still achieved by using barycentric weights for the coloring approach. Even
adjacent triangles corresponding to tiles of different sizes do not introduce artifacts
in the texture map. The weighted blending of color information obtained using input
images offers the additional advantage that highlights in the images are filtered. Once
the texture atlases are filled with color, a full representation of the textured object
is available. The approach used in this project to create a texture atlas is strongly
based on the approach proposed by Hernandez-Esteban [5].

Finally, we export all atlases to JPEG image files and the final representation of the
mesh along with texture coordinates as a VRML or a POV-Ray file. The exported
representation can later be used, hence the proposed algorithm can be viewed as
a preprocessing step to various applications. Note that the running time of the
algorithm need not be real-time.

5 Results

We demonstrate our results using four models. The implementation is carried out
in C++ using the OpenGL2 library for rendering. The models are stored using
the trimesh3 library. This library offers data structures to store, read, write, and
manipulate three dimensional tiangular meshes. In the following, the running times
are only given for finding and exporting the high quality texture information. All
running times are measured using a 2.4 GHz Intel Pentium 4 processor with 1 GB
RAM. The code was compiled under Linux Fedora 4 using gcc 4.0.2. The images were
captured using a Canon Powershot S60 digital camera with 5 MB pixels.

The first model to be discussed is the model of a hat. The 30 input images were
automatically calibrated to yield a three dimensional mesh representation of the hat
consisting of 711 vertices and 1361 faces. Two of the input images are shown in
Figures 6(a) and (b), respectively. The camera positions for the 30 input images are
shown in Figure 6(c). Refer to Figure 6(d) to see the reconstructed geometry of the
model. All of the 30 calibrated input images were used to obtain the texture map.
The results of the textured model are shown in Figures 6(e)-(h). Figure 6(e) shows
the exported texture atlas.

Note that the packing of the atlas in Figure 6(e) is dense and space efficient.
Figure 6(f) shows that the overall appearance of the object is visually pleasing and
clearly compares to the input image shown in 6(a). Figure 6(g) shows a smooth
texture map. No artifacts along edges of the mesh are visible. Figure 6(h) illustrates
a few artifacts, but the quality is overall acceptable.

2Available at http://www.opengl.org
3Available at http://graphics.stanford.edu/software/trimesh
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6: Texture mapping of a hat model

The second model to be discussed is the model of a clown. The 20 input images
were automatically calibrated to yield a three dimensional mesh representation of the
clown consisting of 2346 vertices and 4641 faces. Two of the input images are shown
in Figures 7(a) and (b), respectively. The camera positions for the 20 input images
are shown in Figure 7(c). Refer to Figure 7(d) to see the reconstructed geometry
of the model. All of the 20 calibrated input images were used to obtain the texture
map. The results of the textured model are shown in Figures 7(e)-(h). Figure 7(e)
shows the exported texture atlas.

The geometric reconstruction of the clown is erroneous, since the hole of the piggy
bank at the back of the clown’s head does not correspond to a hole in the mesh. The
quality of the texture mapped model shown in Figures 7(f)-(h) is of lower quality
than in the previous model. This is due to specularity on the surface of the physical
object.

The third model to be discussed is the model of a stuffed dog. The 17 input images
were automatically calibrated to yield a three dimensional mesh representation of the
dog consisting of 3036 vertices and 5856 faces. One input image is shown in Figures
8(a). The camera positions for the 17 input images are shown in Figure 8(b). Refer to
Figure 8(c) to see the reconstructed geometry of the model. All of the 17 calibrated
input images were used to obtain the texture map. The results of the textured model
are shown in Figures 8(d)-(h). Figures 8(d) and (e) show the two exported texture
atlases. Note that although the second atlas is almost empty, we can not increase the
atlas size slightly, since the size of the atlases needs to be a power of 2.

Figures 8(f)-(h) show that the quality of the texture mapped model is high. Only
a few artifacts appear along the dog’s face. This implies that the approach yields
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Figure 7: Texture mapping of a clown model

high-quality texture maps even when the geometry of the input model is very coarse
and does not capture the geometry of the real-world object well.

The last model to be discussed is the model of a bag. The 20 input images were
automatically calibrated to yield a three dimensional mesh representation of the bag
consisting of 7091 vertices and 13975 faces. One input image is shown in Figure 9(a).
The camera positions for the 20 input images are shown in Figure 9(b). Refer to
Figure 9(c) to see the reconstructed geometry of the model. All of the 20 calibrated
input images were used to obtain the texture map. The results of the textured model
are shown in Figures 9(d)-(h). Figures 9(d) and (e) show the two exported texture
atlases.

The geometric reconstruction of the bag contains holes. This is due to occlusions
in the images. Clearly, it is only possible to reconstruct visible parts of the object.
Figure 9(f) has the same appearance as the input image shown in Figure 9(a). Figure
9(h) shows an up close rendering of the model, where no artifacts are visible. This
shows that the approach yields high quality for diffuse surfaces when the geometry
of the object is approximated well by the input model.

The running times of the approach for each of the input images are given in Table
1 below. Note that the application discussed in this paper does not require to obtain
real-time running times. The texture mapping is performed once for a given model
and then exported. When using the model later, only a VRML file with corresponding
JPEG images needs to be read. Therefore, running times in the order of a few minutes
as achieved by the presented application are acceptable.

Finally, we illustrate six different renderings of a scene using POV-Ray and the
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Figure 8: Texture mapping of a dog model

Model # of # of # of Building Building Exporting Exporting Total
triangles vertices input incidence atlas JPEG VRML time

images matrix
Hat 1361 711 30 6.1s 4.6s 0.2s 0.1s 12.6s

Clown 4641 2346 20 13.1s 25.0s 0.2s 0.2s 52.8s
Dog 5856 3036 17 15.0s 36.7s 0.3s 0.2s 52.8s
Bag 13975 7091 20 39.5s 200.7s 0.3s 0.4s 242.1s

Table 1: Running times of the algorithm.

clown model. The composition was built using the exported clown model, a glass
sphere, and a metallic frame. All scenes were rendered using POV-Ray’s advanced
photon mapping in order to create the caustics effects on the floor and the metallic
walls. The left column of images in Figure 10 illustrates the rendering of the scene
using three bright white-colored lights and different colored floors respectively. The
top two images in the right column were rendered using three different colors for each
light source. The last image was rendered using red tinted glass material for the
sphere around the clown, all light sources and the floor are white colored.

6 Conclusion

We described a fully automated application which creates three dimensional models
with high quality texture maps from images of real world objects. The approach
uses self-identifying markers to obtain a fully automatic system. The texture map
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Figure 9: Texture mapping of a bag model

of the model offers the advantages of minimizing artifacts along mesh boundaries, of
filtering highlights present in the input images, and of space savings. The texture
mapped models can be exported by the application and later be loaded by various
applications in order to use the digital model of a physical object in simulations,
animations, virtual and augmented reality, reverse engineering, and various other
applications.
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