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Abstract: This Brief Guide reintroduces readers to the main concepts and technical tools used for the evaluation and expression of measurement uncertainty, including both classical and Bayesian statistical methods. The general approach is the same that was adopted by the Guide to the Expression of Uncertainty in Measurement (GUM): quantities whose values are surrounded by uncertainty are modeled as random variables, which enables the application of a wide range of techniques from probability and statistics to the evaluation of measurement uncertainty. All the methods presented are illustrated with examples involving real measurement results from a wide range of fields of chemistry and related sciences, ranging from classical analytical chemistry as practiced at the beginning of the 20th century, to contemporary studies of isotopic compositions of the elements and clinical trials. The supplementary material offers profusely annotated computer codes that allow the readers to reproduce all the calculations underlying the results presented in the examples.
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1 Introduction

IUPAC has been contributing to the development of the Guide to the Expression of Uncertainty in Measurement since 1997, including its original version [1] and related documents, which are collectively known as the GUM. Since these documents make extensive use of rather specialized concepts and methods of probability and statistics, many users and producers of evaluations of measurement uncertainty resort to less technical, more accessible guidance and varied illustrative examples such as are provided by the EURACHEM Guide for Quantifying Uncertainty in Analytical Measurement [2] or by the Simple Guide for Evaluating and Expressing the Uncertainty of NIST Measurement Results [3].

The task of evaluating measurement uncertainty is often reduced to calculating standard deviations, without careful consideration of the measurement models that explain the interplay between the contributions made by the relevant sources of uncertainty. The assumptions that validate such models and that make the uncertainty evaluations fit for purpose often remain unexamined. In many applications, relative uncertainty contributions are incorrectly combined into a sum of their squares when the underlying measurement model is not stated, or even when the measurand is not a product of powers of input quantities (see Subsection 4.2).

This Brief Guide provides a concise reintroduction to models and methods for uncertainty evaluation that emphasizes how such evaluation depends on the purpose that the measurement results are intended for and includes practical illustrations involving real data that are representative of the range of problems likely to be encountered in chemical science and engineering.

1.1 Notation

When referring to a set of values of one or several quantities, \( \{x_1, \ldots, x_n\} \), in this contribution, we often represent this set as \( \{x_i\} \) for brevity, to distinguish between the entire set and a single element \( x_i \), consistent with established mathematical notation. Vectors, matrices, and more generally ordered sets are represented by symbols in boldface. The symbol \( [x_1 \ldots x_m] \) refers to a row vector, which is a matrix with 1 row and \( m \) columns, whereas \( [x_1 \ldots x_m]^\top \) denotes its transpose: a column vector or matrix with \( m \) rows and 1 column. Similarly, if \( J \) denotes a matrix with \( m \) rows and \( n \) columns, then \( J^\top \) denotes its transpose, a matrix with \( n \) rows and \( m \) columns, whose columns are the rows of \( J \). Although often omitted for brevity, the circumflex (hat) symbol signifies the estimate of the quantity. For example, the maximum likelihood estimate of a mass, \( m \), is denoted as \( \hat{m} \). The overline, \( \bar{m} \), is used to denote the (equally weighted) arithmetic average of replicated determinations of \( m \).

Example 3E introduces the parenthetic notation to represent standard uncertainties where the estimate of the molar mass of iridium is shown as 192.216 62(29) g/mol. This denotes a measured value of 192.216 62 g/mol and an associated standard uncertainty of 0.000 29 g/mol. This parenthetic notation is used extensively throughout this Brief Guide and more generally in many fields of science and technology. The number between parentheses denotes the standard uncertainty, which affects as many trailing (least significant) digits of the measured value as there are digits between the parentheses, regardless of the position of the decimal point, if any.

2 Measurement

Measurement is an experimental or computational process that, by comparison with a standard, produces an estimate of the true value of a (quantitative or qualitative) property of a material, virtual object, collection of
Measurement models relate the measurand (output) to inputs whose values are either observable during the current experiment or have been measured previously [12]. We assume throughout that both the output and the inputs are quantities (that is, properties whose values can be compared by ratios or by differences). However, measurement models generally can incorporate qualitative inputs as well.
3.1 Deterministic measurement models

Deterministic measurement models are functional relationships between the true value of the output \( \eta \) and the true values of \( n \) input quantities, \( \{\xi_1, \ldots, \xi_n\} \), expressed as \( \eta = f(\xi_1, \ldots, \xi_n) \), where the measurement function \( f \) is determined by a physical theory, empirically, or by convention. Note that the very definition of \( f \) can be surrounded by uncertainty, which should be recognized and propagated whenever it makes a non-negligible contribution to the uncertainty associated with the estimate of \( \eta \).

**Example 3A: (Theoretical model)** The amount concentration of sodium chloride, \( c(\text{NaCl}) \), in an aqueous solution of volume \( V(\text{NaCl}) \) is determined by titration with a silver nitrate solution in the presence of \( K_2\text{CrO}_4 \). The measurement function is derived from the chemical theory that explains the reaction between \( \text{NaCl} \) and \( \text{AgNO}_3 \),

\[
\text{NaCl} + \text{AgNO}_3 \rightarrow \text{NaNO}_3 + \text{AgCl}_2,
\]

and the endpoint of this titration is determined by the appearance of the brown-red silver chromate. A simple theoretical measurement model assumes that \( \text{Ag}_2\text{CrO}_4 \), being more soluble than \( \text{AgCl} \), will start forming only after the chloride ions will have been consumed by the silver ions. This leads to the familiar relationship \( c(\text{NaCl})V(\text{NaCl}) = c(\text{AgNO}_3)V(\text{AgNO}_3) \), where \( V(\text{AgNO}_3) \) is the volume of the silver nitrate solution that was used to reach the endpoint, hence the measurement model \( c(\text{NaCl}) = c(\text{AgNO}_3)V(\text{AgNO}_3)/V(\text{NaCl}) \) [13].

A more refined physico-chemical measurement model considers that \( \text{AgCl} \) and \( \text{Ag}_2\text{CrO}_4 \) are somewhat soluble, and the silver chromate will start to precipitate when \( c^2(\text{Ag}^+) \times c(\text{CrO}_4^{2-}) > K_{sp}(\text{Ag}_2\text{CrO}_4) \), where \( K_{sp} \) denotes the solubility product. Depending on the concentration of potassium chromate, this can happen either slightly before or after the equivalence point is reached [14].

**Example 3B: (Empirical model)** In the mass spectrometric analysis of biomolecules, the signal, \( A \), produced by the mass spectrometer is often not directly proportional to the amount concentration, \( c \), of these biomolecules. If the reasons for these deviations cannot be fully understood, one often uses empirically adequate mathematical functions to model the approximate relationship between the concentration and the analytical signal [15], for example, the quadratic function \( A = a_0 + a_1c + a_2c^2 \).

**Example 3C: (Conventional model)** The total hardness of water, \( H \), is often defined as the mass concentration of calcium carbonate that is equivalent to the sum of the mass concentrations of dissolved calcium and magnesium, \( H = \gamma(\text{Ca}^{2+}) \times M(\text{CaCO}_3)/M(\text{Ca}) + \gamma(\text{Mg}^{2+}) \times M(\text{CaCO}_3)/M(\text{Mg}) \). The specific measurement function that relates the output quantity, \( H \), to the measured input quantities, \( \gamma(\text{Ca}^{2+}) \) and \( \gamma(\text{Mg}^{2+}) \), is defined by convention. Another example is the anion gap, \( c_{\text{AG}} \), defined as the difference between selected cation and anion amount concentrations in urine, serum, or plasma: \( c_{\text{AG}} = c(\text{K}^+) + c(\text{Na}^+) - c(\text{Cl}^-) - c(\text{HCO}_3^-) \) [16].

3.2 Statistical measurement models

Measurement models often comprise deterministic and stochastic components. The stochastic components invoke probability distributions to model the uncertainties associated with inputs and output. This is tantamount to regarding these quantities as *random variables*, which we define intuitively as quantities that have probability distribution as attributes, and where the adjective “random” does not suggest that the quantity’s true value varies unpredictably, as if by chance – it simply indicates that the quantity’s true value is not known with full certainty. Accordingly, the relationship between the observed input quantities is rewritten as an errors-in-variables regression [17] \( y = f(x_1, \ldots, x_n) \), where \( f \) is the measurement function, \( y = \eta + \Delta y \) and \( x_i = \xi_i + \Delta x_i \), with \( \Delta y \) and \( \Delta x_i \) denoting non-observable measurement errors, \( \xi_i \) denoting the true value of \( x_i \), and \( \eta \) denoting the true value of \( y \), for \( i = 1, \ldots, n \).
Example 3D: (Measurement error model) Consider \( n \) replicate determinations of the mass, \( m_{\text{obs},1}, \ldots, m_{\text{obs},n} \), and of the volume, \( V_{\text{obs},1}, \ldots, V_{\text{obs},n} \), of a liquid, made to estimate its density, \( \rho \). The deterministic measurement model for the density is \( \rho = m/V \) which relates the true values (that is, free of measurement errors) of these quantities. The observed values of the mass and volume are related to their true values as follows:

\[
m_{\text{obs},i} = m + \Delta m_i \quad \text{and} \quad V_{\text{obs},i} = V + \Delta V_i,
\]

where \( \Delta m_i \) and \( \Delta V_i \) are measurement errors modeled as outcomes of independent Gaussian random variables, all with mean 0, and standard deviations equal to their associated, reported standard uncertainties, \( u(m_{\text{obs},i}) \) and \( u(V_{\text{obs},i}) \), respectively, for \( i = 1, \ldots, n \).

The deterministic component of a statistical measurement model expresses the measurand, \( \eta = g(\theta) \), as a specified function \( g \) of a parameter \( \theta \) (which, in Section 4.4, for example, is a vector with several components) that indexes the joint probability distribution of the input quantities, which characterizes the stochastic component of the model. The value of \( \theta \) has to be estimated, typically from replicated observations of the inputs, to obtain an estimate of the measurand as \( \hat{\eta} = g(\hat{\theta}) \). The method of moments, least squares, maximum likelihood estimation (4.4), and Bayesian methods (4.7) are commonly used to obtain \( \hat{\theta} \) [18]. These different methods typically produce not only different estimates of \( \theta \) but also different evaluations of \( u(\theta) \).

Example 3E: (Molar mass of iridium – laboratory effects model) Prohaska et al. [19, §8.4] based the calculation of the 2021 standard atomic weight of iridium on three independent determinations of its isotope ratio, which correspond to the following molar mass estimates:

\[
M_{\text{obs},1} = 192.21677(81) \text{ g/mol}, \quad M_{\text{obs},2} = 192.21662(29) \text{ g/mol}, \quad \text{and} \quad M_{\text{obs},3} = 192.21763(17) \text{ g/mol}.
\]

The standard deviation of these molar mass estimates is 1.6 times greater than the geometric average of the associated standard uncertainties, suggesting that the three measurement results are mutually inconsistent. Cochran’s Q test [20], which yields a \( p \)-value of 0.0082, confirms the significance of the inconsistency. A statistical measurement model that entertains additional laboratory effects, which are not recognized by the individual measurement uncertainties, can reconcile these three mutually inconsistent results:

\[
M_{\text{obs},1} = M + \lambda_1 + \Delta M_1, \quad M_{\text{obs},2} = M + \lambda_2 + \Delta M_2, \quad \text{and} \quad M_{\text{obs},3} = M + \lambda_3 + \Delta M_3,
\]

where \( M \) denotes the true value of the molar mass, \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) denote laboratory effects (assumed to be outcomes of random variables with the same Gaussian distribution with mean 0 g/mol and standard deviation \( \tau \)), and \( \Delta M_1, \Delta M_2, \) and \( \Delta M_3 \) denote measurement errors, assumed to be independent outcomes of three Gaussian random variables all with the same mean 0 g/mol and standard deviations equal to the standard uncertainties \( u(M_{\text{obs},1}), u(M_{\text{obs},2}), \) and \( u(M_{\text{obs},3}) \). These measurement uncertainties are trusted, that is, they are assumed to be based on very large numbers of degrees of freedom.

This statistical measurement model has two parameters of primary interest: \( M \) and \( \tau \). A naive evaluation of \( \tau \) can be obtained similarly to how variance components are often estimated in the analysis of variance [21, Chapter 5]: based on the difference between the squared standard deviation of the measured values of \( M \) and the squared geometric average of the standard uncertainties associated with the measured values:

\[
\tau/(\text{g/mol}) = \sqrt{0.00054^2 - 0.00034^2} = 0.00042.
\]

Since this evaluation is based on only three observations, its reliability is questionable, and can be increased either by taking into account additional independent measurements of \( M \), or by putting in play relevant, preexisting knowledge about \( \tau \) in the form of an informative Bayesian prior distribution for it.

4 Evaluating measurement uncertainty

4.1 Introduction

Type A evaluations involve the application of statistical methods to experimental data, consistent with a measurement model. Type B evaluations involve the elicitation of expert knowledge and its encapsulation in
probability distributions that describe states of knowledge about the true values of the inputs. This knowledge can come from authoritative sources such as calibration certificates or technical publications, or from substantive matter experts.

The aforementioned types refer to manners of evaluating uncertainty, not to kinds of measurement error. For example, the uncertainty deriving from the presence of an unknown bias (attributable to a persistent or systematic error), can be evaluated by Type A methods in some cases (for example, via cross-validation [22, Ch. 8]), and by Type B methods in other cases (for example, produced by a subject matter expert).

**Bottom-up** uncertainty evaluations involve the enumeration of all relevant sources of uncertainty, whose contributions are then summarized in an **uncertainty budget**, often supplemented by a **cause-and-effect diagram** [2, Appendix D.3] that describes how they influence the result. **Top-down** uncertainty evaluations involve comparisons between measured values obtained independently of one another, and do not involve the identification and characterization of the sources of the uncertainty, as shown in Examples 3E and 4F.

### 4.2 Gauss’s formula for uncertainty propagation

If the measurement function \( f \) in the measurement model \( y = f(x_1, \ldots, x_n) \) is differentiable, then the standard uncertainty associated with \( y \) can be evaluated approximately using the following generalization (Eq. (13) in [1]) of Gauss’s formula [23, §18] for the squared standard uncertainty,

\[
u^2(y) = \sum_{i=1}^{n} c_i^2 u^2(x_i) + 2 \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} c_i c_j u(x_i) u(x_j) r_{ij},
\]

where \( u(x_1, \ldots, u(x_n) \) are the standard uncertainties associated with the estimates of the input quantities, the \( r_{ij} \) are the (Pearson product-moment) correlation coefficients between them, and the **sensitivity coefficients** \( c_1, \ldots, c_n \) are the values of the first-order partial derivatives of \( f \) with respect to the input quantities, evaluated at \( (x_1, \ldots, x_n) \), that is, \( c_i = \frac{\partial f(x_1, \ldots, x_n)}{\partial x_i} \), for \( i = 1, \ldots, n \) [24]. When the input quantities are uncorrelated, Eq. (1) reduces to

\[
u^2(y) \approx \sum_{i=1}^{n} c_i^2 u^2(x_i).
\]

Furthermore, when the output quantity, \( y \), is a linear combination of the input quantities, that is, \( y = \sum_{i=1}^{n} a_i x_i \), Eq. (1) is exact.

**Example 4A: (Water hardness - Gauss’s formula)** In the case of total water hardness in Example 3C, the sensitivity coefficients are \( c_1 = \frac{\partial H}{\partial y(Ca^{2+})} = \frac{M(CaCO_3)}{M(Ca)} \approx 2.5 \) and \( c_2 = \frac{\partial H}{\partial y(Mg^{2+})} = \frac{M(CaCO_3)}{M(Mg)} \approx 4.1 \), and

\[
u^2(H) = c_1^2 u^2(y(Ca^{2+})) + c_2^2 u^2(y(Mg^{2+}))
\]

when we disregard any correlation that may exist between the estimates of \( y(Ca^{2+}) \) and \( y(Mg^{2+}) \). Such situation arises when calcium and magnesium are measured separately by atomic absorbance spectroscopy. Thus, for water with \( y(Ca^{2+}) = 23.2(8) \text{ mg/L} \) and \( y(Mg^{2+}) = 9.4(6) \text{ mg/L} \), one determined independently of the other, we have

\[
u^2(H) = (2.5)^2 \times (0.8 \text{ mg/L})^2 + (4.1)^2 \times (0.6 \text{ mg/L})^2 \approx (3 \text{ mg/L})^2.
\]

When the output quantity is a product or a ratio of powers of uncorrelated input quantities, \( y = \kappa x_1^{a_1} \cdots x_n^{a_n} \), where \( \kappa \) and \( a_1, \ldots, a_n \) are (positive or negative) constants, Gauss’s formula takes an easy-to-remember form involving only the relative standard uncertainties: \( |u(y)/y| \approx |a_1 u(x_1)/x_1|^2 + \cdots + |a_n u(x_n)/x_n|^2 \). In the case of Example 3D, \( |u(\rho)/\rho| \approx |u(V_{obs})/V_{obs}|^2 + |u(V_{obs})/V_{obs}|^2 \).
In some applications, the output from the measurement function is a vector with \( m > 1 \) components, which can be written as a column vector whose elements are the values of \( m \) real-valued functions of the \( n \) inputs: \( f(x) = [f_1(x) \ldots f_m(x)]^\top \). Propagating the uncertainty associated with the inputs thus requires the following version of Gauss’s formula that produces an approximation to the \( m \times m \) covariance matrix of the output vector:

\[
\Sigma_y = J \Sigma_x J^\top
\]

where \( x = [x_1 \ldots x_n]^\top \) denotes the \( n \)-dimensional (column) vector of the inputs, \( y \) denotes the \( m \)-dimensional (column) vector of the outputs, and the \( m \times n \) Jacobian matrix \( J \) has the values of the partial derivatives \( \frac{\partial f_i(x)}{\partial x_j} \) in row \( i = 1, \ldots, m \) and column \( j = 1, \ldots, n \). The diagonal elements of \( \Sigma_y \) are the squared standard uncertainties of the outputs, and the off-diagonal elements are covariances between them [25].

**Example 4B: (Isotopes of silicon – multivariate uncertainty propagation)** Measuring the two isotope ratios of silicon, \( R_{29/28} \) and \( R_{30/28} \), enables the simultaneous estimation of three isotopic abundances that add up to 1 mol/mol:

\[
x_{28} = \frac{1}{1 + R_{29/28} + R_{30/28}}, \quad x_{29} = \frac{R_{29/28}}{1 + R_{29/28} + R_{30/28}}, \quad \text{and} \quad x_{30} = \frac{R_{30/28}}{1 + R_{29/28} + R_{30/28}}.
\]

Thus, we have a measurement function of two input quantities whose values are three output quantities, with the following \( 3 \times 2 \) Jacobian matrix [26]:

\[
J = \begin{bmatrix}
\frac{\partial x_{28}}{\partial R_{29/28}} & \frac{\partial x_{28}}{\partial R_{30/28}} \\
\frac{\partial x_{29}}{\partial R_{29/28}} & \frac{\partial x_{29}}{\partial R_{30/28}} \\
\frac{\partial x_{30}}{\partial R_{29/28}} & \frac{\partial x_{30}}{\partial R_{30/28}}
\end{bmatrix} = x_{28}^2 \begin{bmatrix}
1 & -1 \\
-1 & 1 + R_{30/28}
\end{bmatrix}.
\]

The covariance matrix of the input quantities is

\[
\Sigma_x = \begin{bmatrix}
\sigma^2(R_{29/28}) & ru(R_{29/28})u(R_{30/28}) \\
ru(R_{29/28})u(R_{30/28}) & \sigma^2(R_{30/28})
\end{bmatrix},
\]

which includes the correlation coefficient, \( r \), between the estimates of the two input quantities.

Valkiers et al. [27, Table 4] list the following silicon isotope amount ratio measurement results for their Mixture III, \( R_{29/28} = 0.050 \) 0657(25) mol/mol and \( R_{30/28} = 0.032 \) 9035(34) mol/mol, but do not provide an estimate of the correlation between them. Assuming that the correlation between them is zero, and applying the formulas above, we obtain \( x_{28} = 0.923 \) 3873(36) mol/mol, \( x_{29} = 0.046 \) 2300(22) mol/mol, and \( x_{30} = 0.030 \) 3827(30) mol/mol. When there are more than two isotope ratios, the uncertainty deriving from lack of knowledge about the correlations between them can be modeled using the LKJ distribution [28].

### 4.3 Probability distributions

Measurement uncertainty can be represented most thoroughly by a probability distribution. This representation applies equally well to the measurement of quantitative and qualitative properties (Examples 4G, 4L, and 5D illustrate the latter). There are many families of probability distributions, for example, Gaussian (also called normal), Laplace, triangular, uniform (also called rectangular), gamma, beta, etc. The members of the same family have probability density functions of the same mathematical form, differing only in the values of their parameters. For example, an individual Gaussian distribution is identified by its mean (also known as the expected value) and standard deviation, and individual gamma distributions are identified by the values of their shape and rate parameters.
While the Gaussian distribution gets most of the attention, probabilistic modeling of measurement results often requires choosing other distributions. This choice should be guided by how adequately different distributions encapsulate and convey either a state of knowledge about an input of a measurement model, or an input’s sampling variability, as illustrated below and in many examples provided by Possolo and Meija [11].

Counts of various types are modeled using discrete distributions such as the Poisson, negative binomial, or multinomial. This can include numbers of sick patients in a clinical trial, *E. coli* colonies on an agar plate, or scintillations detected by a scintillation counter.

For inputs that can take values in a continuum (for example, a measured amount concentration, whose magnitude can be any non-negative real number), a wide variety of so-called continuous probability distributions are available for modeling. Some of the selection criteria in this case include (i) the range of values that the input can possibly take (for example, whether values can only be positive, or must lie within a bounded interval); (ii) whether values above the center of the distribution are as likely as values below it (symmetry); and (iii) how likely one can expect values that are far away from the center of the distribution (tail heaviness).

It is not always trivial to decide a priori whether a particular input should be modeled using a symmetric or an asymmetric distribution, or how heavy the distribution’s tails should be. Some distributions have parameters whose values enable a choice that is responsive to specific features of the measurement data: for example, whether there is skewness (that is, asymmetry) to the left or to the right.

**Example 4C: (Modeling asymmetry)** Ahrens [29] proposes the lognormal distribution, whose right tail is longer or heavier than the left tail (that is, it exhibits positive skewness), as a model to describe the natural variability of the mass fraction of minor elements in rocks, for example, scandium in samples of Canadian granites. A convolution of Gaussian and exponential distributions (also called exponentially modified Gaussian distribution) is used to model the positive skewness that is commonly displayed by chromatographic peaks. The beta distribution can model negative skewness in the observed purity of high-purity materials. Both the skew normal and the skew *t*-distributions [30] can model either positive or negative skewness.

**Example 4D: (Modeling tail heaviness)** Both the Laplace distribution and the Student’s *t*-distribution can model different degrees of tail heaviness (the smaller the number of degrees of freedom of a Student’s *t*-distribution, the heavier its tails are). For example, the probability that a Laplace random variable takes values more than 3 standard deviations away from the mean is 0.003, while the corresponding probability for the Gaussian distributions is only 0.0003. For the Student’s *t*-distribution with 3 degrees of freedom, the probability of the same event is 0.014. Among discrete distributions, the negative binomial distribution can be used for statistical modeling of counts that are more dispersed than the Poisson distribution allows, as illustrated by Possolo and Meija [11, Pages 41–45].

### 4.4 Maximum likelihood estimation

For purposes of uncertainty evaluation, we model measurement results as observed values of random variables with specified probability distributions. Hence, we have at our disposal all applicable methods of statistical inference that can produce not only estimates of the quantities of interest but also evaluations of the uncertainty associated with them. The likelihood function (defined below) figures preeminently in many of these methods, both classical and Bayesian.

Suppose the inputs $x_1, \ldots, x_n$ (introduced in 3) can be regarded as outcomes of independent random variables whose probability distributions involve parameters $\theta_1, \ldots, \theta_n$, and whose probability density functions (or probability mass functions) are $p_1, \ldots, p_n$. Letting $x$ denote the set of input quantities, the likelihood function $L$ is

$$L_x(\theta_1, \ldots, \theta_n) = p_1(x_1|\theta_1) \ldots p_n(x_n|\theta_n).$$

In practice, the subscript of $L$ indicating the data is often omitted, with the understanding that $L$ is a function of the parameters of the distributions of the input quantities, while the input quantities themselves remain fixed at their measured values. When $p_1, \ldots, p_n$ are probability mass functions, $L_x(\theta_1, \ldots, \theta_n)$ is the probability of the data $x$.
Example 4E: (SiO₂ in limestone – likelihood function) The certificate of NIST Standard Reference Material 1, Argillaceous Limestone, which was published on July 1st, 1910 [31], lists two determinations of the mass fraction of SiO₂, 0.1811 g/g and 0.1818 g/g, made by W.F. Hillebrand (U.S. Geological Survey) and by C.E. Waters (U.S. National Bureau of Standards), respectively, who employed essentially the same method of wet analysis [32]. If we model these two values as outcomes of Gaussian random variables with the same mean \( \mu \) and standard deviation \( \sigma \), the likelihood function is the product of the values of two Gaussian probability density functions:

\[
L(\mu, \sigma) = \exp\left[-\frac{(0.1811 \ g/g - \mu)^2}{2\sigma^2}\right] \times \exp\left[-\frac{(0.1818 \ g/g - \mu)^2}{2\sigma^2}\right].
\]

This function achieves a maximum when \( \mu \) equals \( \bar{\mu} = (0.1811 \ g/g + 0.1818 \ g/g)/2 = 0.18145 \ g/g \) and \( \sigma^2 \) equals \( \hat{\sigma}^2 = (0.1811 \ g/g - \bar{\mu})^2 + (0.1818 \ g/g - \bar{\mu})^2/2 = (0.00035 \ g/g)^2 \).

The maximum likelihood estimate (MLE) of the vector of parameters \( \theta = [\theta_1, \ldots, \theta_n] \), denoted \( \hat{\theta} \), is a value of \( \theta \) that maximizes the likelihood function, \( L \). (Note that, in some cases, the likelihood function has multiple local maxima, and \( \hat{\theta} \) may not be unique.) For reasons of computational efficiency and stability, it is advantageous to maximize \( l = \ln(L) \), which in most applications requires numerical optimization. With great generality, \( \hat{\theta} \) has remarkable properties: the probability distribution of \( \hat{\theta} \) is approximately multivariate Gaussian with mean \( \theta \) and covariance matrix \( \Sigma_{\hat{\theta}} \approx -H^{-1}(\hat{\theta}) \), where \( H \) (known as the Hessian matrix) is the matrix of second-order partial derivatives of \( l \) evaluated at \( \hat{\theta} \), the quality of the approximation increasing with the amount of data that \( \hat{\theta} \) is based on (Theorem 5.1 in [33]).

Example 4F: (Interlaboratory comparison – maximum likelihood estimation) Consider interlaboratory comparison CCQM-K145 with measurements of nickel mass fraction in bovine liver provided by 17 expert laboratories [34]. These results, along with their associated standard measurement uncertainties, are summarized in the following table.

<table>
<thead>
<tr>
<th>Laboratory</th>
<th>w(Ni)/(mg/kg)</th>
<th>Laboratory</th>
<th>w(Ni)/(mg/kg)</th>
<th>Laboratory</th>
<th>w(Ni)/(mg/kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JSI</td>
<td>1.930(110)</td>
<td>INACAL</td>
<td>2.010(60)</td>
<td>PTB</td>
<td>2.077(35)</td>
</tr>
<tr>
<td>INMC</td>
<td>1.940(64)</td>
<td>NMIA</td>
<td>2.020(50)</td>
<td>LATU</td>
<td>2.080(59)</td>
</tr>
<tr>
<td>GLHK</td>
<td>1.942(92)</td>
<td>NIM</td>
<td>2.022(23)</td>
<td>LGC</td>
<td>2.131(42)</td>
</tr>
<tr>
<td>LNE</td>
<td>1.958(75)</td>
<td>NMJ</td>
<td>2.050(20)</td>
<td>UME</td>
<td>2.150(30)</td>
</tr>
<tr>
<td>NIST</td>
<td>1.984(20)</td>
<td>RISE</td>
<td>2.055(52)</td>
<td>HSA</td>
<td>2.180(80)</td>
</tr>
<tr>
<td>KRiSS</td>
<td>1.993(33)</td>
<td>NRC</td>
<td>2.070(50)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A laboratory effects model can be used for these data, taking the same general form as in Example 3E, with Gaussian laboratory effects that have mean 0 mg/kg and unknown standard deviation \( \tau \). This \( \tau \) quantifies a source of uncertainty that is often called dark uncertainty [35] because its presence is uncovered only once measurement results obtained independently of one another are inter-compared and are found to be more dispersed than their reported, associated uncertainties suggest. The measurement errors are modeled as Gaussian random variables with mean 0 mg/kg and standard deviations equal to the reported uncertainties, which are taken at their face value (that is, they are assumed to be based on large numbers of degrees of freedom). The choice of this statistical model is also supported by the NIST Decision Tree [36].

Under the simplifying assumption that the standard uncertainties associated with the measured values are known, the likelihood function has two scalar arguments: the overall mean value of the mass fraction of nickel in the material, \( \mu \), and the dark uncertainty, \( \tau \). In this case, the likelihood function is a product of 17 Gaussian probability density functions, each pertaining to the result from one participant, similarly to Example 4E. For example, the term corresponding to JSI is
\[
\frac{\exp\left\{ -\frac{(1.930 \text{ mg/kg} - \mu)^2}{2(\tau^2 + (0.110 \text{ mg/kg})^2)} \right\}}{\sqrt{2\pi(\tau^2 + (0.110 \text{ mg/kg})^2)}}.
\]

This says that, based on JSI’s measurement result alone, the most likely value for \( \mu \) is the value, 1.930 mg/kg, that JSI measured, and that the uncertainty associated with the measured value is \( \sqrt{\tau^2 + (0.110 \text{ mg/kg})^2} \), owing to the presence of the dark uncertainty \( \tau \).

As noted above, it is preferable to maximize the logarithm of the likelihood function, which, in this case, requires that a numerical optimization method be used. The maximum likelihood estimates are \( \hat{\mu} = 2.043(15) \text{ mg/kg} \) and \( \hat{\tau} = 0.044(14) \text{ mg/kg} \). The associated standard uncertainties are based on the Hessian of the log-likelihood function, as described above, even though we have only 17 measurement results. The parametric statistical bootstrap [37], demonstrated in Example 4J, can provide an alternative, generally reliable uncertainty evaluation for the maximum likelihood estimates.

The previous example illustrates how the method of maximum likelihood can be used to combine independent measurements of the same quantity into a consensus value, and how the standard uncertainty associated with this result can be evaluated, in particular when the measurements being combined are mutually inconsistent.

However, the method of maximum likelihood tends to produce biased estimates of the parameters of interest [38, §3], and approximate uncertainty evaluations using the Hessian of the log-likelihood function can seriously underestimate the true variance of the estimates [39, §7], in particular when the number of available measurement results is small (say, less than 15). In general, restricted maximum likelihood estimation [40], for example, as implemented in R package metafor [41], or Bayesian procedures like those implemented in the NIST Decision Tree [36] and in the NIST Consensus Builder [42], are preferable.

**Example 4G: (Molnupiravir – maximum likelihood estimation of treatment efficacy)** Bernal et al. [43] reported the following final results of the MOVe-OUT clinical trial of the efficacy of molnupiravir against COVID-19, for all the patients who had been randomly allocated to the treatment (800 mg of molnupiravir twice daily for 5 days) and control (placebo) groups: 48 of the \( n_1 = 709 \) patients in the treatment group and 68 of the \( n_0 = 699 \) patients in the control group had been hospitalized or died within 29 days of enrolment in the trial.

Even though COVID-19 is an infectious disease, we model these observations as outcomes of binomial distributions whose parameter \( p \) (the probability of hospitalization or death) depends on whether the patients were on molnupiravir (\( p_1 \)) or on placebo (\( p_0 \)). The corresponding odds of hospitalization or death in the two groups are \( O_1 = p_1/(1-p_1) \) and \( O_0 = p_0/(1-p_0) \). Since the maximum likelihood estimates of \( p_1 \) and \( p_0 \) are \( \hat{p}_1 = 48/709 = 0.0677 \) and \( \hat{p}_0 = 68/699 = 0.0973 \), the odds ratio is \( O_1/O_0 = 0.674 \). An odds ratio of 1 means that the drug is as effective as the placebo, and the smaller this ratio, the more efficacious the treatment appears to be.

To ascertain whether the odds ratio is significantly smaller than 1, we will evaluate the uncertainty of the log odds ratio, \( \ln(O_1/O_0) = -0.395 \), which offers the advantage of having a probability distribution that is approximately Gaussian [44]. Since the design of the study guarantees that \( \hat{p}_1 \) and \( \hat{p}_0 \) are uncorrelated,

\[
u^2(\ln(O_1/O_0)) = \nu^2(\ln O_1) + \nu^2(\ln O_0),
\]

Applying Gauss’s formula to each term on the right-hand side of this equation yields

\[
u^2(\ln(O_1/O_0)) = \frac{1}{n_1p_1(1-p_1)} + \frac{1}{n_0p_0(1-p_0)} = (0.197)^2.
\]

The probability of observing a log odds ratio of \(-0.395\) or smaller (meaning that it speaks at least as favorably of molnupiravir as the trial results do), by chance alone and in the absence of a significant beneficial effect, is approximately equal to the probability of a Gaussian random variable with mean 0 and standard deviation 1 assuming a value smaller than \(-0.395/0.197 = -2.01\), which is only 2.2%. If the threshold of statistical significance is placed at 5%, then the results of this trial suggest that molnupiravir is efficacious. However, a subsequent, and a much larger clinical study [45] established that “molnupiravir did not reduce the frequency of COVID-19-associated hospitalizations or death among high-risk vaccinated adults in the community.”
4.5 Monte Carlo methods

Monte Carlo simulation methods are often used for uncertainty propagation [46]. They offer several important advantages over the approach described in Section 4.2: (i) do not involve the computation of derivatives, either analytically or numerically; (ii) are applicable even when the measurement models involve markedly non-linear relationships between output and input quantities; and (iii) provide the raw materials necessary to characterize the whole probability distribution of the output quantity.

Monte Carlo methods involve sampling from suitable probability distributions a specified number $K$ of times. The value of $K$ should be sufficiently large to ensure that the resulting uncertainty evaluations (standard uncertainties, coverage intervals, etc.) achieve the required number of significant digits reproducibly.

The Monte Carlo method used to evaluate the uncertainty associated with a measurand in a conventional measurement model, $y = f(x_1, \ldots, x_n)$, involves the following steps:

(a) Specify a joint probability distribution for the input quantities.
(b) Choose a sufficiently large (in the sense specified above) positive integer $K$ and draw a sample of size $K$ from the joint distribution of the input quantities to obtain $(x_{1,1}, \ldots, x_{n,1}), \ldots, (x_{1,K}, \ldots, x_{n,K})$.
(c) Compute $y_1 = f(x_{1,1}, \ldots, x_{n,1}), \ldots, y_K = f(x_{1,K}, \ldots, x_{n,K}$), which are a sample from the probability distribution of the output quantity.

The Monte Carlo method produces a large sample $y_1, \ldots, y_K$ drawn from the probability distribution of the output quantity, which fully characterizes the uncertainty associated with $y$. This sample can be summarized in any one of several different ways, depending on the purpose. For example, for a scalar measurand, a coverage interval whose endpoints are the 2.5th and 97.5th sample percentiles of the $y_1, \ldots, y_K$ captures a “typical” value of the output quantity with 95 % probability. In general, such interval is neither a 95 % (classical) confidence interval nor a 95 % (Bayesian) credible interval for the mean of $y$’s distribution. Instead, it is a prediction interval for the value of the output quantity [18, 47].

Example 4H: (Cadmium calibration standard – Monte Carlo uncertainty propagation) Example A1 of the EURACHEM/CITAC Guide CG-4 [2] describes the preparation of a calibration standard for atomic absorption spectroscopy, where a mass $m_{\text{Cd}}$ of cadmium with purity $w_{\text{Cd}}$ is dissolved in an acid to obtain a solution of volume $V$. The measurement model expresses the mass concentration of cadmium as $y_{\text{Cd}} = w_{\text{Cd}}m_{\text{Cd}}/V$. The input quantities have the following measured values and standard uncertainties: $m_{\text{Cd}} = 100.28 \text{ mg}$, $u(m_{\text{Cd}}) = 0.05 \text{ mg}$; $w_{\text{Cd}} = 0.999\,900 \text{ g/g}$, $u(w_{\text{Cd}}) = 0.000\,058 \text{ g/g}$; $V = 100.00 \text{ mL}$, $u(V) = 0.07 \text{ mL}$. Application of Gauss’s formula yields $u(y_{\text{Cd}}) = 0.0009 \text{ mg/mL}$.

Now, for the purpose of applying the Monte Carlo method for propagation of distributions, suppose that $m_{\text{Cd}}, w_{\text{Cd}},$ and $V$ are modeled as mutually independent random variables with means equal to their measured values and standard deviations equal to their standard uncertainties, and with distributions that are Gaussian, truncated at 0 mg, for the mass ($m_{\text{Cd}}$), beta for the purity ($w_{\text{Cd}}$), and symmetrically triangular for the volume ($V$).

Given one draw from each of these three distributions, we can compute a value for $y_{\text{Cd}}$ using the measurement model stated above. Doing this $10^7$ times produces a Monte Carlo sample of size $K = 10^7$ drawn from the probability distribution of the cadmium concentration. The mean and standard deviation of this sample are $y_{\text{Cd}} = 1.0027 \text{ mg/mL}$ and $u(y_{\text{Cd}}) = 0.0009 \text{ mg/mL}$. This evaluation of standard uncertainty agrees with the approximate evaluation using Gauss’s formula to within one significant digit. However, examination of the Monte Carlo sample also shows that the probability distribution of $y_{\text{Cd}}$ is unimodal and approximately symmetrical, but not Gaussian. Therefore, we evaluate the expanded uncertainty for 95 % coverage that is associated with $y_{\text{Cd}}$ as half of the difference between the 97.5th and 2.5th percentiles of the Monte Carlo sample, obtaining 0.0017 mg/mL.

The parametric statistical bootstrap [37] is a Monte Carlo method suitable to evaluate measurement uncertainty for measurands that are functions of parameters of statistical measurement models. The idea is to estimate parameters of a probability distribution (for example, using least squares, method of moments, or maximum likelihood) and then proceed to sample from this distribution and use the dispersion of the results to characterize the uncertainty of the relevant functions of the parameters.
For example, a linear calibration function is often used to express the relation between values of the mass concentration of an analyte in a solution and instrumental readings — cf. Possolo and Meija [11, Page 98]. The slope and intercept, which can be estimated by the method of least squares, are parameters of the probability distribution of the instrumental readings. However, they also determine the value of the measurand that corresponds to any particular value of the instrumental reading. In this case, the parametric bootstrap (called “propagation of distributions” or “Monte Carlo method” in [46]) draws samples from the joint probability distribution of the slope and intercept to evaluate the uncertainty associated with estimates of the measurand. The following Examples 4I and 4J illustrate the use of the parametric bootstrap for uncertainty evaluation.

**Example 4I: (Argentometric titration — uncertainty propagation)** Consider the measurement of the amount concentration of sodium chloride in aqueous solution by titration with silver nitrate and using potassium chromate as an endpoint indicator (Mohr method), which was introduced in Example 3A, after [48]. The nominal volume of the sodium chloride solution is \( V(\text{NaCl}) = 100 \text{ mL} \), the concentration of the titrant is \( c(\text{AgNO}_3) = 100 \text{ mmol/L} \), of which \( V(\text{AgNO}_3) = 10 \text{ mL} \) were consumed until the endpoint was reached. The concentration of the indicator was \( c(K_2\text{CrO}_4) = 1.75 \text{ mmol/L} \). The concentrations of the titrant and of the indicator are both assumed to be known exactly.

Here we will consider only the impact of the uncertainty in the volumetric determinations and in the visual determination of the endpoint. Assuming that \( V(\text{NaCl}) \) was measured with a Class A volumetric pipette, it can be modeled using a symmetric triangular probability distribution whose probability density function has a symmetrical triangular graph whose base is 0.16 mL wide (the standard deviation is \( 0.08/\sqrt{6} \text{ mL} \)).

Assuming that \( V(\text{AgNO}_3) \) was measured using an electronic burette with 0.01 mL resolution, we model \( \Delta V(\text{AgNO}_3) \) using a symmetric triangular distribution whose width is \( \pm 0.01 \text{ mL} \), and we model the endpoint detection using a Gaussian distribution whose 95 % coverage interval corresponds to a volume of a single droplet (or standard deviation of 0.025 mL). The measurement model is

\[
c(\text{NaCl}) = c(\text{AgNO}_3) \frac{V(\text{AgNO}_3) + \Delta V(\text{AgNO}_3) + \Delta c(\text{AgNO}_3)}{V(\text{NaCl}) + \Delta c(\text{NaCl})},
\]

where \( \Delta V(\text{AgNO}_3) \) and \( \Delta c(\text{NaCl}) \) denote the errors when measuring the volumes of the solutions with the analyte and with the titrant, and \( \Delta c(\text{AgNO}_3) \) denotes the error in the determination of the endpoint.

Application of Gauss’s formula, or of the *NIST Uncertainty Machine* [49], which implements both Gauss’s formula and the parametric bootstrap for the propagation of distributions (Monte Carlo method), yields \( c(\text{NaCl}) = 10.000 \text{ mmol/L} \) and \( uc(c(\text{NaCl})) = 0.026 \text{ mmol/L} \), hence a relative standard uncertainty of 0.26 %.

The more refined analysis of the chemical reactions that govern this titration, mentioned in Example 3A, reveals that the difference between the equivalence point and the endpoint is a source of uncertainty whose contribution can be comparable to the uncertainty evaluated above, depending on the concentration of the \( K_2\text{CrO}_4 \) indicator and the preliminary estimate of the unknown \( c(\text{NaCl}) \). Instead of modeling this source of uncertainty probabilistically, as above, Meija et al. [14, Eq. (19)] show that the concentration of \( c(\text{NaCl}) \) can be obtained by solving the following equation for the volume of titrant, \( V_\ell(\text{AgNO}_3) \), needed to reach the endpoint:

\[
\frac{K_{sp1}}{K_{sp2}} \frac{V(\text{NaCl}) + V_\ell(\text{AgNO}_3)}{c(\text{NaCl})V(\text{NaCl})} = \frac{c(\text{NaCl})V(\text{NaCl}) - c(\text{AgNO}_3)V_\ell(\text{AgNO}_3)}{V(\text{NaCl}) + V_\ell(\text{AgNO}_3)},
\]

where \( K_{sp1} \) and \( K_{sp2} \) are the solubility products of \( \text{AgCl} \) and \( \text{Ag}_2\text{CrO}_4 \), respectively, whose numerical values are \( \log_{10}[K_{sp1}/(\text{mol/L})^2] = -9.75 \) and \( \log_{10}[K_{sp2}/(\text{mol/L})^3] = -11.9 \) [48, Table 1]. The relative difference between the resulting estimate of \( c(\text{NaCl}) \) and the conventional estimate given above is 0.24 %.

**Example 4J: (Michaelis–Menten – Monte Carlo uncertainty propagation)** The \( \beta \)-galactosidase enzyme catalyzes the hydrolysis of the substrate \( \alpha \)-nitrophenyl-\( \beta \)-galactoside (ONPG) to produce galactose and \( \alpha \)-nitrophenol at an initial rate, \( v_0 \), that depends on the initial amount concentration of ONPG, \( c_{0\beta} \), as described by the Michaelis–Menten equation [50, §30A-4] [51, 52]:

\[
\frac{K_{sp1}}{K_{sp2}} \frac{V(\text{NaCl}) + V_\ell(\text{AgNO}_3)}{c(\text{NaCl})V(\text{NaCl})} = \frac{c(\text{NaCl})V(\text{NaCl}) - c(\text{AgNO}_3)V_\ell(\text{AgNO}_3)}{V(\text{NaCl}) + V_\ell(\text{AgNO}_3)},
\]
The maximum initial rate, $v_{\text{max}}$, and the Michaelis constant, $K_M$, can both be estimated from the pairs of values of $c_0$ and $v_0$, listed in the following table [53, 54].

<table>
<thead>
<tr>
<th>$c_0$ (mmol L$^{-1}$)</th>
<th>0.05</th>
<th>0.1</th>
<th>0.25</th>
<th>0.5</th>
<th>1</th>
<th>2.5</th>
<th>5</th>
<th>8</th>
<th>20</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_0$ (μmol L$^{-1}$ min$^{-1}$)</td>
<td>3</td>
<td>5.2</td>
<td>14.4</td>
<td>30.3</td>
<td>49</td>
<td>86.2</td>
<td>112.6</td>
<td>136.2</td>
<td>170</td>
<td>177.7</td>
</tr>
</tbody>
</table>

The statistical measurement model $v_{0j} = v_{\text{max}}c_{0j}/(K_M + c_{0j}) + \Delta v_{0j}$ for $j = 1, \ldots, 10$, assuming that the errors $\Delta v_{0,1}, \ldots, \Delta v_{0,10}$ are like a sample from a Gaussian distribution with mean $0$ μmol L$^{-1}$ min$^{-1}$ and standard deviation $\sigma$, can be fitted to the data by minimizing $\sum_{j=1}^{10} (v_{0j} - v_{\text{max}}c_{0j}/(K_M + c_{0j}))^2$, where $n = 10$ is the number of observations. This nonlinear least squares problem can be solved using a numerical optimizer. The resulting estimates of the parameters in the aforementioned statistical measurement model are $v_{\text{max}} = 195$ μmol L$^{-1}$ min$^{-1}$, and $K_M = 3.27$ mmol L$^{-1}$. The standard deviation of the $\{\Delta v_{0j}\}$ is estimated as $\hat{\sigma} = 3.09$ μmol L$^{-1}$ min$^{-1}$, based on 8 degrees of freedom.

To evaluate the uncertainties associated with $v_{\text{max}}$ and $K_M$, we employ the parametric bootstrap, by repeating the following steps a large number, $K$, of times, for $k = 1, \ldots, K$:

1. Randomly select (draw) a sample $e_{1,k}, \ldots, e_{n,k}$ from a Student’s $t$-distribution with 8 degrees of freedom, rescaled to have standard deviation $\hat{\sigma}$, and form $v_{0j,k} = v_{0j} + e_{j,k}$, where $v_{0j} = v_{\text{max}}c_{0j}/(K_M + c_{0j})$, ensuring that the probability distribution of the resulting $v_{0j,k}$, for $j = 1, \ldots, 10$ is truncated at 0 μmol L$^{-1}$ min$^{-1}$. We sample from this Student’s $t$-distribution, rather than from a Gaussian distribution, to recognize the number of degrees of freedom that $\hat{\sigma}$ is based on.

2. Fit the Michaelis–Menten model to the 10 pairs of values of $c_0$ and $v_{0j}$ using the same procedure mentioned above, to obtain bootstrap estimates of its parameters, $v_{\text{max},k}^*$ and $K_{M,k}^*$.

The standard deviations of the $\{v_{\text{max},k}^*\}$ and of the $\{K_{M,k}^*\}$ are the evaluations of $u(v_{\text{max}}) = 3$ μmol L$^{-1}$ min$^{-1}$ and $u(K_M) = 0.18$ mmol L$^{-1}$. While such uncertainty evaluations can, under favorable circumstances, be obtained using approximations or even exact formulas, the great advantage of the parametric bootstrap is its flexibility that makes it applicable even in challenging situations, regardless of whether appropriate formulas are available.

The parametric bootstrap can also be applied to evaluate the uncertainties associated with the estimates of $v_{\text{max}}$ and of $K_M$, produced by the widely used method proposed by Lineweaver and Burk [55], which is based on the linearized expression $1/v_0 = 1/v_{\text{max}} + (K_M/v_{\text{max}})/c_0$. Even when this relationship is fitted to the data using weights proportional to $v_0^2$ [53], the resulting estimates are still noticeably biased and their associated uncertainties are larger than their counterparts for the nonlinear model. The choice of weights is highly influential upon the quality of the estimates of the rate parameters, which is yet another reason to abandon the linearized version of the model. In this case, the parametric bootstrap also propagates the uncertainties associated with the weights used in the linear regression that produces the WLB (Weighted Lineweaver–Burk) estimates whose probability densities are depicted in Fig. 1, alongside the probability densities of the estimates (NL) obtained via nonlinear optimization.

![Fig. 1: Probability densities of $v_{\text{max}}$ and $K_M$ estimated by nonlinear regression (NL) and by weighted linear regression (WLB).](image-url)
4.6 Nonparametric methods

The nonparametric bootstrap is even bolder than the parametric bootstrap [37]. It regards the set of available, replicated observations of the quantity of interest, \( \{x_1, \ldots, x_n\} \), as if they were an infinitely large sample from an unspecified, underlying distribution, and resample it repeatedly as described below. (Some versions of the bootstrap are applicable when the observations have to be modeled as outcomes of mutually dependent random variables [56].) To evaluate the uncertainty associated with some function, \( y = f(x_1, \ldots, x_n) \), of the observations, repeat the following steps for \( k = 1, \ldots, K \), a suitably large number, \( K \), of times:

(a) \ The resulting evaluation of the standard uncertainty of the median mass fraction of TiO\(_2\) was 0.41 mg/g, and a 95% coverage interval for the same quantity ranged from 12.9 mg/g to 14.7 mg/g. An alternative uncertainty evaluation for the median can be obtained by inversion of the sign test [57, Chapter 3], which yields a 95% coverage interval ranging from 12.8 mg/g to 14.9 mg/g.

(b) \ Compute the bootstrap replicate \( y_{i,k}^* = f(x_{i,k}^*, \ldots, x_{n,k}^*) \).

The standard deviation of the bootstrap replicates \( y_1^*, \ldots, y_K^* \) is an evaluation of \( u(y) \), and the 2.5th and 97.5th percentiles of these replicates are the endpoints of a (generally asymmetrical) 95% coverage interval for the true value of \( y \).

Nonparametric methods can be useful to produce uncertainty evaluations while making minimal assumptions about the measurement results, for example, to evaluate the uncertainty associated with the median of replicated determinations of the same quantity, which can be done either by application of the nonparametric bootstrap or by inversion of the sign test [57, Chapter 3]. The sign test, and how its inversion produces valid coverage intervals for the median, is detailed in the Supplementary Material.

Example 4K: (Green Seamount basalts – nonparametric bootstrap for the median amount fraction of TiO\(_2\))

The following determinations of the mass fraction of TiO\(_2\), expressed in mg/g, in \( n = 22 \) samples of mid-oceanic ridge basalts from the Green Seamount in the Pacific Ocean near Mexico, described by Allan et al. [58], are listed in the Smithsonian Abyssal Volcanic Glass Data File [59, 60]: 15.2, 14.2, 15.1, 15.0, 12.4, 12.2, 12.7, 14.9, 14.0, 14.0, 14.4, 20.1, 20.5, 11.2, 13.7, 14.1, 12.7, 12.8, 17.9, 11.7, 13.1, 13.5.

It is very unlikely that these determinations are a sample from a Gaussian distribution (the Shapiro–Wilk test [61] of Gaussian shape yields a \( p \)-value of 0.003), but they appear to be consistent with a symmetrical distribution (the test of symmetry proposed by Miao et al. [62] yields a \( p \)-value of 0.32). Therefore, it may be reasonable to entertain a measurement error model for these determinations of the form \( w_{obs,i} = w + \Delta w_i \) for \( i = 1, \ldots, n \), similarly to Example 3D, but where \( w \) denotes the true mass fraction of TiO\(_2\), and the measurement errors \( \Delta w_1, \ldots, \Delta w_n \) are a sample from a Laplace (double exponential) distribution (a test of whether the aforementioned sample could be from a Laplace distribution [63] yields a \( p \)-value of 0.99). In these circumstances, the maximum likelihood estimator of \( w \) is the median, 14.0 mg/g.

The uncertainty associated with the median can be evaluated using the nonparametric bootstrap, which involves taking a large number, \( K \), of random samples of size \( n = 22 \), drawn with replacement from the set of 22 observed values above, as explained under 4.6, and computing the median of each such sample.

The reliability of the standard deviation of these bootstrap replicates of the median, as evaluation of the standard uncertainty associated with the median, depends both on the total number of replicates, and on the number of replicates that are numerically different from one another. In general, \( K \) should not be small (1000 at least), and the number of numerically different replicates should be large enough so that \( K \) is a small fraction of the number, \( N_{\text{obs}} \), of possible, different bootstrap samples. In this case, where the determinations comprise \( m = 20 \) numerically different values, \( K = 10^7 \) is a tiny fraction of \( N_{\text{obs}} \sim 7 \times 10^{10} \) [64].

The resulting evaluation of the standard uncertainty of the median mass fraction of TiO\(_2\) was 0.41 mg/g, and a 95% coverage interval for the same quantity ranged from 12.9 mg/g to 14.7 mg/g. An alternative uncertainty evaluation for the median can be obtained by inversion of the sign test [57, Chapter 3], which yields a 95% coverage interval ranging from 12.8 mg/g to 14.9 mg/g.
Example 4L: (DNA sequencing – Monte Carlo evaluation of measurement uncertainty for a nominal property) The nucleobase at a particular position in a DNA fragment extracted from NIST Reference Material 8256, Wild-caught Coho Salmon [7], was identified as adenine (A) via high-throughput (“next generation”) sequencing. However, the associated probability of erroneous identification, reported in the resulting FASTQ format file, was unusually high: 0.16. In the absence of other information, the probabilities of the four nucleobases at that locus are 0.84 (which is 1 – 0.16) for A (adenine) and 0.16/3 = 0.053 for each of C (cytosine), G (guanine), and T (thymine). This discrete probability distribution fully characterizes the uncertainty in identifying the nucleobase at that position in the DNA. Monte Carlo sampling of similar distributions for the different positions of the DNA fragment generates replicates of the composition of the fragment, which can then be aligned and compared to reference sequences of voucher specimens of closely related species, for purposes of identification of the material (see Example 5D).

4.7 Bayesian methods

Bayesian estimation of model parameters and their associated uncertainties provides the means to blend prior information about the measurand with the fresh information in newly acquired measurement results [66]. In statistical measurement models (refer to Section 3), the measurand is a function of parameters of the probability distribution of the input quantities. The Bayesian approach to estimation and uncertainty evaluation for statistical measurement models involves modeling those parameters as (non-observable) values of random variables, and the measurement data as observed outcomes of random variables whose distributions depend on the unknown values of these parameters [11, Page 204].

Bayesian methods require that the knowledge in hand about those parameters, prior to conducting the measurement experiment, be encapsulated in a probability distribution, which is appropriately called the prior distribution. The estimate of the measurand and an evaluation of the associated uncertainty are derived from the conditional distribution, called the posterior distribution, which is obtained by application of Bayes’s Rule [66], which states that the posterior probability density function of the parameters is proportional to the product of their joint prior probability density function and the likelihood function.

Example 4M: (Molar mass of iridium – Bayes’s rule) Consider the three independent determinations of the molar mass of iridium from Example 3E. The likelihood function is a product of three Gaussian probability density functions, similar to Example 4F. The two parameters of the measurement model, $M$ and $\tau$, are assumed to be independent a priori.

The molar mass $M$ has a Gaussian prior distribution whose mean and standard deviation correspond to the standard atomic weight (relative atomic mass) of iridium, 192.217 ± 0.003, released in 1993 [67]. The prior distribution for $\tau$ is half-Cauchy with a median of 0.0004 g/mol, from Example 3E. (The half-Cauchy distribution, which is commonly used for variance components [68], is the Student’s $t$-distribution with 1 degree of freedom, truncated at zero.) This choice of priors amounts to saying that we expect the mean of the three measured values listed in Example 3E to be in line with the 1993 value of the standard atomic weight (relative atomic mass) of iridium, while remaining open to wide discrepancies between the measured values now under consideration.

The probability density function, $q$, of the joint posterior distribution of $M$ and $\tau$, is

$$q(M, \tau) \propto p_M(M) \times p_\tau(\tau) \times L_{\text{data}}(M, \tau),$$

where the data comprise the three measured values of the molar mass of iridium given in Example 3E ($M_{\text{obs,1}}$, $M_{\text{obs,2}}$, and $M_{\text{obs,3}}$) along with the associated measurement uncertainties $u(M_{\text{obs,1}})$, $u(M_{\text{obs,2}})$, and $u(M_{\text{obs,3}})$. In addition, $p_M$ is the probability density function of the prior distribution of $M$, which is Gaussian with mean 192.217 g/mol and standard deviation 0.0015 g/mol, and $p_\tau$ is the probability density function of the prior distribution of $\tau$, which is the aforementioned half-Cauchy distribution with median 0.000 42 g/mol. (We use the median to specify a particular half-Cauchy distribution because the members of this family of distributions do not have finite mean.)
In practice, Bayes’s Rule is used directly only rarely because it involves integrals (or sums) that cannot be evaluated analytically or may be too cumbersome to compute numerically. Instead, Markov Chain Monte Carlo (MCMC) is used to obtain samples from posterior distributions regardless of their complexity [68]. The Random Walk Metropolis algorithm, the Gibbs Sampler, and Hamiltonian Monte Carlo, are widely used versions of MCMC [69, 70].

Example 4N: (Molar mass of iridium – Markov Chain Monte Carlo) We will use MCMC sampling to obtain draws from the posterior distribution of \( M \) and \( \tau \), as specified in Example 4M. We will employ a particularly simple version of MCMC: the Random Walk Metropolis algorithm with a symmetrical proposal distribution (whose meaning is clarified below). This involves repeating the following steps a large number, \( K \), of times, after making an initial choice of reasonable values, \( M_0 \) and \( \tau_0 \), to assign to \( M \) and \( \tau \) [11], for \( k = 1, \ldots, K \):

1. Compute \( p(M_k, \tau_k) = p_{data}(M_k) p_{prior}(\tau_k) L(M_k, \tau_k) \) (suppressing the reference to the data that would usually be made in a subscript for \( L \)).
2. Generate a candidate next pair \((M', \tau')\) in the vicinity of \((M_0, \tau_0)\) and calculate \( p(M', \tau') \) as above. We assume that \((M', \tau')\) is a draw from a circularly symmetrical, bivariate Gaussian distribution centered at \((M_0, \tau_0)\) with specified, small standard deviations, the so-called proposal distribution.
3. Compute \( \alpha = \frac{p(M', \tau')}{p(M_k, \tau_k)} \).
4. If \( \alpha > 1 \), then accept the proposed values of the parameters and set and \( \tau_{k+1} = \tau' \). If \( \alpha \leq 1 \), then draw a number \( z \) from a uniform distribution between 0 and 1 and accept the proposed values only if \( \alpha > z \).
 Otherwise, retain the current values by putting \( M_{k+1} = M_k \) and \( \tau_{k+1} = \tau_k \).

The initial portion (typically the first half) of the sequence of draws, \((M_1, \tau_1), \ldots, (M_K, \tau_K)\), is usually discarded to ensure that MCMC will have reached equilibrium and is indeed making draws from the intended posterior distribution. The sequence may also be thinned (keeping only every 10th or 25th pair in it, say), before it is used to produce estimates of the parameters and uncertainty evaluations for them.

Applying the version of this algorithm as implemented in R function MCMCmetrop1R, which is defined in package MCMCpack [71], with \( K = 5 \times 10^5 \), using the three measurement results for \( M \) listed in Example 3E, discarding the first \( K/2 \) pairs of parameter values, and thinning the rest so as to keep only every 25th, yields an MCMC sample of size 10 000. The mean of the posterior distribution of \( M \) is \( \bar{M} = 192.2171 \) g/mol, and the estimate of dark uncertainty is the median of the posterior distribution of \( \tau, \bar{\tau} = 0.0005 \) g/mol (we choose the median for \( \tau \) because the distribution of \( \tau \) is markedly skewed to the right).

Bayesian models and methods allow us to incorporate the information provided by fresh measurement results along with any relevant preexisting information about measurands or even about other quantities that are relevant for measurement, as illustrated in Examples 4O and 4P. Bayesian techniques also provide flexible ways to honor constraints that some parameters or measurands must satisfy, for example that mass fractions must be positive or that purity cannot exceed 1 g/g, and can even propagate the uncertainty that often surrounds empirical measurement models (for example, concerning the choice of degree for a polynomial that is used as a calibration or analysis function in gas metrology [72]).

Example 4O: (Nitrite in seawater – Bayesian characterization of measurement precision) Four spectrophotometric determinations of the mass fraction of nitrite in a seawater sample were obtained under repeatability conditions of measurement using Griess’s method: \( w_{\text{obs}}(\text{mg/kg}) = 0.1514, 0.1523, 0.1531, \) and 0.1545.

Based on the past performance of this measurement method, we know that the relative measurement uncertainty is typically 1 % but sometimes could be as low as 0.33 % or as high as 3 %. This prior information about the repeatability standard deviation can be modeled using a gamma distribution centered around 1 % with most (say, 90 %) of its unit of probability spread between 0.33 % and 3 %. Such a gamma distribution has shape \( \alpha = 2.619 \) and rate \( \beta = 1248 \) kg/mg.

The statistical measurement model \( w_{\text{obs},i} = w + \Delta w_{\text{obs},i} \) for \( i = 1, \ldots, 4 \), relates the observations of the mass fraction of nitrite to their true value, \( w \), where the measurement errors \( \Delta w_{\text{obs},i} \) are assumed to be a sample
from a Gaussian distribution with mean 0 mg/kg and standard deviation $\sigma$. The prior information about $\sigma$ is encapsulated in the aforementioned gamma distribution. A weakly informative Gaussian prior distribution for $w$, with mean 0 mg/kg and standard deviation 1 mg/kg, truncated at zero, reflects the prior expectation about the order of magnitude of $w$ [11].

MCMC is then used to produce a large sample from the conditional distribution of the parameters, $w$ and $\sigma$, given the four observations. The average of the values of $w$ in this sample, 0.1528 mg/kg, is the Bayesian estimate of $w$, and their standard deviation, 0.0010 mg/kg, is the Bayesian estimate of $\sigma(w)$.

Note that this Bayesian evaluation of the standard uncertainty is about 50 % larger than the conventional Type A evaluation of the standard uncertainty associated with the average of the four replicates. This is not surprising because Bayesian methods usually capture uncertainty contributions more thoroughly than classical methods. This example shows that by taking prior information about an ancillary quantity – measurement precision, $\sigma$, in this case – into account can impact significantly the conclusions reached about the measurand of primary interest, which was the mass fraction of nitrates.

**Example 4P: (Molnupiravir – skeptical reconsideration via Bayesian modeling)** Pogue and Yusuf [73] suggest that “most clinically important interventions are likely to reduce the relative risk of major outcomes, such as myocardial infarction, stroke, or death, by about 10–20 %,” and Higgins and Spiegelhalter [74] point out that it is a common occurrence in medical research to see the optimism of early results quenched by subsequent investigations. Example 4G describes an instance of such early optimism about molnupiravir, prompted by the results reported by Bernal et al. [43], which showed a reduction of $(0.0973 - 0.0677)/0.0973 = 30\%$ in the frequency of hospitalizations or death. The subsequent, and much larger, PANORAMIC trial deflated those high hopes [45].

Higgins and Spiegelhalter [74] have shown how a Bayesian approach to the analysis of results from clinical trials can inject a measure of skepticism that counterbalances potentially excessive, early optimism about an intervention. If the treatment and the placebo have approximately the same effect, then the corresponding odds ratio should be 1. Therefore, a reduction of 25 % in the odds of hospitalization or death would put the odds ratio at 0.75. For a Gaussian random variable with mean $\ln(1) = 0$ to take a value smaller than $\ln(0.75)$ with 5 % probability, its standard deviation needs to be $\ln(0.75)/(-1.645) = 0.175$, where $-1.645$ is the 5th percentile a Gaussian distribution with mean zero and unit standard deviation.

Thus, we can use a Gaussian prior distribution with mean 0 and standard deviation 0.175 to convey the prior belief that it is rather unlikely (probability less than 5 %) that a new treatment could reduce the odds of hospitalization or death by more than 25 %. Since the probability distribution of the measured log odds ratio from Example 4G is approximately Gaussian [44], a result from the theory of probability [75, Theorem 1] implies that the posterior distribution of the true value of the log odds ratio also is Gaussian, with mean $(-0.395/0.197^2 + 0/0.175^2)/(1/0.197^2 + 1/0.175^2) = -0.174$ and standard deviation $\sqrt{1/(1/0.197^2 + 1/0.175^2)} = 0.131$.

The conventional analysis in Example 4G gave molnupiravir’s efficacy a z-score of $-0.395/0.197 = -2.01$, hence suggesting borderline significance for the effect of the treatment. However, once a skeptical prior about the true value of the log-odds ratio is put in play, molnupiravir does not appear to be decisively more efficacious than the placebo (the posterior probability of its being so is only 9.1 %). Therefore, this skeptical, Bayesian reanalysis of the results of the clinical trial reported by Bernal et al. [43] yields similar conclusions to those issuing from the larger, more recent trial reported by Butler et al. [45]: that molnupiravir is not a significantly beneficial treatment for COVID-19 (Fig. 2).

5 Reporting measurement uncertainty

Measurement uncertainties should be reported in a manner that is fit for its intended purpose, which should shape the form of the expression and the number of digits used. Clause 7.2.6 of the GUM [1] recommends that uncertainty evaluations be reported “to at most two significant digits, although in some cases it may be necessary to retain additional digits to avoid round-off errors in subsequent calculations.”
In most cases, specifying a set of values of the measurand believed to include its true value with specified probability suffices as expression of measurement uncertainty. The way such set or interval is built depends on the method used for the uncertainty evaluation as described in Section 4, but necessarily involves some assumption about the probability distribution of the measurand.

If such an interval, \( y \pm U_\alpha(y) \), covers the true value of the measurand with a large probability, typically \( \alpha > 0.9 \), then we say that \( U_\alpha(y) \) is an expanded uncertainty of \( y \) with 100\( \alpha \) % coverage probability. By convention, the expanded uncertainty for 95 % coverage is twice the standard uncertainty (see Section 6.5 of [76]). This is motivated by the surprising fact that, in many cases, a coverage interval of the form \( y \pm 2u(y) \) does achieve approximately 95 % coverage probability even when the probability distribution is markedly asymmetrical (refer to Pages 68 and A-9 of [77]).

**Example 5A:** (Measurement result for mass) \( m = 100.021\ 47 \) g with associated standard uncertainty \( u(m) = 0.000\ 35 \) g, also written as \( m = 100.021\ 47(35) \) g. The true value of \( m \) lies in \( (100.021\ 47 \pm 0.000\ 70) \) g, or \( 100.020\ 77 \leq m \leq 100.022\ 17 \) g, with approximately 95 % probability.

**Example 5B:** (Standard atomic weight of boron) The atomic weight (relative atomic mass) of several elements varies significantly among terrestrial materials. Since boron is one of these elements, its standard atomic weight is expressed in the form of an interval, \( A_{\text{r}}(B) = [10.806, 10.821] \), signifying that the atomic weight of boron in an unspecified terrestrial material, \( A_{\text{r}}(B) \), is \( 10.806 \leq A_{\text{r}}(B) \leq 10.821 \), with at least 95 % probability [19].

When the result of an evaluation of measurement uncertainty is intended for use in subsequent uncertainty propagation exercises involving Monte Carlo or Bayesian methods, then the expression of measurement uncertainty should be a fully specified probability distribution for the measurand or a sufficiently large sample drawn from a probability distribution that characterizes the state of knowledge about the measurand.

**Example 5C:** (Mass fraction of benzoic acid – measurement uncertainty for a quantitative property) The state of knowledge about the mass fraction of benzoic acid in NIST PSI, Primary Standard for Quantitative NMR (Benzoic Acid), is characterized by a beta distribution that approximates the Bayesian posterior distribution with shape parameters \( \alpha = 888\ 73.7 \) and \( \beta = 7.11 \) [78]. The standard deviation of this beta distribution is an evaluation of the standard uncertainty associated with the mass fraction of benzoic acid in NIST PSI, and credible intervals for its true value, of specified probability, can also be derived from the same distribution.

Measurement uncertainty for nominal measurands can be expressed in the form of the Shannon entropy [79, 80] of the corresponding discrete probability distribution.
**Example 5D: (Salmon identification – measurement uncertainty for a nominal property)** A large number of Monte Carlo replicates (cf. Example 4L) of the composition of a particular DNA fragment extracted from NIST Reference Material 8256, Wild-caught Coho Salmon [7] were aligned and compared to reference sequences from voucher specimens of several closely related species of salmon. The frequencies of the closest matches were as follows: Coho ($p_1 = 0.921$), Steelhead ($p_2 = 0.048$), Chinook ($p_3 = 0.022$), Sockeye ($p_4 = 0.005$), Pink ($p_5 = 0.003$), Chum ($p_6 = 0.001$), and Atlantic ($p_7 = 0.000$). The Shannon entropy of this discrete probability distribution, $S = -\sum_{i=1}^{7} p_i \ln (p_i) = 0.36$, summarizes the dispersion of the unit of probability over the seven possible identities of the material, hence quantifies the measurement uncertainty for a nominal measurand. The larger the Shannon entropy, the greater the uncertainty. (The largest that the Shannon entropy can be in this case is 1.95, which is achieved when the seven species are deemed to be equally likely. When one is certain about the species in question the Shannon entropy achieves its minimum value, which is 0.) The Shannon entropy is also meaningful for continuous probability distributions. For example, a Gaussian distribution with standard deviation $\sigma$ has Shannon entropy $S = \ln (\sigma) + \frac{1}{2} \ln (2\pi e)$.

The shortest interval with a specified coverage probability need not be symmetrical around the measured value. The Monte Carlo method can be used to propagate uncertainties expressed asymmetrically, either as asymmetric intervals (Example 5E) or as asymmetric probability distributions, without “symmetrizing” them first [81].

**Example 5E: (Asymmetric coverage intervals)** The mass fraction of benzoic acid in NIST Primary Standard PS1 for quantitative NMR is 999.92$^{+0.04}_{-0.06}$ mg/g with 95% confidence. This means that the true value of this mass fraction is believed to lie between 999.86 mg/g and 999.96 mg/g with the stated confidence.

**Membership of sponsoring bodies**

Membership of the IUPAC Analytical Chemistry Division Committee for the period 2020–2021 was as follows:

**President:** Z. Mester (Canada); **Secretary:** D. Craston (UK); **Vice President:** D. Shaw (USA); **Past President:** J. Labuda (Slovakia); **Titular Members:** V. Baranovskaia (Russia); H. Kim (Korea); P. Krystek (Netherlands); C. Magalhães (Portugal); T. Takeuchi (Japan); S. Wiedmer (Finland); **Associate Members:** R. Apak (Turkey); J. Barek (Czech Republic); F. Emmerling (Germany); E. Flores (Brazil); I. Kuselman (Israel); H. Li (China/Beijing); **National Representatives:** M. F. Camões (Portugal); O. Chailapakul (Thailand); Y.-J. Chen (China/Taipei); A. Felinger (Hungary); B. Hibbert (Australia); S. Ndiaye (Senegal); M. Piston (Uruguay); R. Sha’Ato (Nigeria); L. Torsi (Italy); F. Vanhaecke (Belgium).

**Disclaimer**

Some commercial entities, equipment, software, or materials may be identified in this contribution to describe an experimental or computational procedure or to illustrate a concept adequately. Such identification does not imply recommendation or endorsement by the IUPAC, the National Research Council (NRC) Canada, or the National Institute of Standards and Technology (NIST), or does it imply that the identified entities, equipment, software, or materials are necessarily the best available for their intended purpose.

**Acknowledgments:** The authors are grateful to their NIST colleagues Christina Cecelski and Hariharan Iyer for valuable suggestions that stimulated the improvement of an early draft to Debra Ellisor (also from NIST) for sharing information about NIST Reference Material 8256, Wild-caught Coho Salmon and to the anonymous referees for their generous guidance. This technical report is an outcome of IUPAC Project 2015-024-2-500 chaired by D. Brynn Hibbert. The authors are highly appreciative of the support that the IUPAC Analytical Chemistry
Division gave to this project and are very grateful to the late Paul De Bièvre (1933–2016) for initiating the project during the IUPAC General Assembly in Korea (2015) and admiringly dedicate this contribution to his memory.

References


Supplementary Material: This article contains supplementary material (https://doi.org/10.1515/pac-2022-1203).