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Abstract

This paper introduces a new concept for the area of user interfaces called
Perceptual Cursor. As opposed to the regular cursor, which is by definition
an item to mark a position of applied control, Perceptual Cursor also serves a
purpose of providing the visual information about the perceived sensory data
governing the cursor control. By fulfilling two purposes in one object, Percep-
tual Cursor eliminates one of the major problems in designing hands-free user
interfaces — that of the absence of “touch” or tangible feedback in these in-
terfaces. The paper also introduces a number of propositions related to cursor
design that need to be followed when designing a hands-free cursor-controlled
system and describes two specific designs for the Perceptual Cursor that are
currently being tested with the hands-free addition of the Perceptual Vision
Interface Nouse.
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1 Presentation of the problem

1.1 On importance of cursor

With advances made in computer vision, a lot of research effort has been focused
recently on designing vision-based Perceptual User Interfaces (PUI), which are the
systems that use a videocamera to detect the visual cues of the user, such as the
motion of the face, to control a program [25, 9, 22, 19]. Figure 1 illustrates a typical
setup for these systems: a USB camera is mounted on top of a computer monitor
facing the user who sits in front of the monitor working with the computer.

One of the most important tasks for PUIs is seen in enabling a hands-free control
of the cursor. The reason for this is that the cursor, which is normally controlled
by hand-operated input devices such as mouse, joystick, track pad and track ball,
serves as a prime link between the user and the computer commands the user wants
to execute. In particular, the cursor is used to choose the items in Windows menu,
position oneself in the desired location in an editor or other window program, highlight
a text and objects on a screen, switch focus of attention between the windows, activate
and deactivate programs, etc.

Moving the cursor is also the least constrained and required the least skill tech-
nique the user can perform when interacting with a computer. Other, more sophis-
ticated ways of interacting with a computer, such as typing with a keyboard, can be
simulated using the cursor motion and the cursor-operated on-screen tools, such as
on-screen keyboard.

This explains why for users with hand motion deficiency, the ability to move the
cursor with the motion of the face appears to be a long-waited solution for their
computer needs, while for all other users hands-free face-motion-controlled cursor is
welcomed as an additional degree of computer control much needed when hands are
busy with other tasks [1].

1.2 On importance of feedback in cursor control

Despite the significant advances recently made in vision-based face tracking, of which
we acknowledge the following techniques as the ones contributing the most to the field:
developed for automatic detection of faces [26] and eyes[17], 3D-face-model-based
tracking [20] and robust sub-pixel precision nose tracking [19] should be specially
acknowledged, the desired hands-free face-tracking-based cursor control has not been
achieved yet.

The problem is that, while making it possible to receive user commands remotely,
PUIs introduce one major problem — the absence of “touch” (also referred to as
feedback connection) with the cursor. This problem, illustrated in Figure 2, has
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Figure 1: Vision-based perceptual user interface: the system at work (a) and the system
diagram (b). Photo-picture shows a user at the moment of selecting a “Yes” button in a
pop-up “Continue? Yes || No || Cancel” window, which is performed hands-free by moving
a cursor with the nose as with mouse and performing a double blink to simulate the mouse
button press event.
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Figure 2: When we hold a mouse/joystick to move the cursor (a), we are constantly aware
of where the mouse/joystick is, which makes moving a cursor with a mouse/joystick natural,
whereas when we move a cursor remotely, as with a video camera that tracks the person’s
face position (b), the absence of the constant awareness of how our motion is perceived
by the camera makes such a remote cursor control difficult, since the camera may not and
often does not perceive our motion the way we think it does, due to light changes, changes
to the relative to camera user position, or the deficiency of a vision detection algorithm.

been mentioned back in our first paper on robust vision-based interfaces published
in 2002 [19], where we find the following quote: ”“One has to realize that, unlike
hands-operated interfaces, hands-free interfaces do not have a feedback connection.
By holding a mouse, a user not only controls the program, but s/he also keeps the
knowledge of where the mouse is. No matter how robust the perceptual user interface
18, 1t can lose the user; it might be even more appropriate to say that a user loses the
interface”.

The need for the visual feedback on the performed perceptual commands has been
further emphazised in our subsequent work [17], where we find the first drawing of the
PUI (reproduced in Figure 1b) that explicitly shows the visual feedback connection
and asserts that “a visual feedback is provided to the user as means of verifying the
successfulness of the received face-operated command”.

Indeed, when observed by a camera, a user may only guess (and hope) that the
camera and computer perceive his or her commands as he or she intents. But, in
fact, due to either light changes, changes in relative camera-user position, or simply
because of the deficiency of a vision detection algorithm, the user’s face motion may
and often does get recognized incorrectly. Such a lack of constant awareness of how
our motion is perceived by a computer makes remote cursor control difficult. It can
be even further shown the following.

Proposition 1: What a user needs in order to control a cursor is not a more precise
or robust motion detection technique, but a clear real-time closed-loop feedback con-
nection that would allow a user to learn the mapping between the coordinates of the
body part controlling the cursor as perceived by the computer and the coordinates of




the cursor on a screen.

To prove this a reader is invited to perform a simple experiment, in which, after
rotating a mouse 90-120 degrees, the reader is asked to move the cursor to a desired
location on a screen. To create a feeling of non-linear mapping between the hand
motion and the cursor motion, which inherent to vision-based cursor control, the
reader can repeat the experiment using an optical mouse on a surface partially covered
with glass. In can then be observed that, while in the beginning of the experiment
a user may get confused not knowing how the motion of the hand is converted to
the motion of the cursor, after a few runs of the experiment, by simultaneously
coordinating the hand motion with the observed cursor motion, the user will likely
be able to learn the boundaries of the nonlinear regions of the terrain traversed by
the hand as well as trajectories of the hand leading to a desired cursor location.

By rewriting Proposition 1 in a formal manner (see Figure 3), the following corol-
lary can be proved based on the observations obtained in the above described exper-
iment.

[Fuse

Figure 3: Tt is the feedback loop that allows a user to learn the motion needed to control
a cursor, as the mapping from one coordinate space to another.

Proposition 2: Provided that the mapping function ®, which maps the user param-
eters U to the cursor parameters ¢

O u(t) — t) (1)
exist and is deterministic, the conditions should be created in PUI for a user to learn
it.

The user parameters would normally be made of the Euclidian coordinates of the
user’s body part used to control a cursor:

ﬁ: <x7y72>7

and the cursor parameters are the cursor coordinates on the screen
c=(i,7).

7



Corollary 1: The conditions for learning a user-cursor mapping function are met
if, at any time t, a user is able to see both the receptor data, i.e. the sensor perceived
data u(t), and the affecter data, i.e. the cursor motion data c(t), and, in particular,
how the changes in the former affect changes in latter.

This can be written formally as follows.

Corollary 2: The mapping function

c(t) = (u(t)), (2)
is learnt, if for every time instance t and user location i, derivatives

(5Ck (t)
5ul(t)

ck=A{i}, I={vy 2} (3)

are known.

As the above experiment shows and as also supported by the theory of neural
networks, learning of a mapping function by its Jacobian (i.e. the matrix made of
all partial derivatives of Eq.3) is very well performed by humans, provided that the
Jacobian is correct at every location at every time instance. However, if this Jacobian
is not available or correct, then learning this mapping function becomes very difficult
or even impossible. As illustrated in Figure 4 and explained below, this is the case
with current PUIs.

t+1: t+2:

Ce)

AN O R O

Figure 4: Viewing the affector (cursor) data and receptor (sensor) data alternatively breaks
the feedback loop, needed to learn the mapping between the two.

1.3 Status quo: broken feedback loop

As we examine vision-based cursor control systems available on the market [2, 3, 1,
, 0] or research literature [24, 10, 11, 12 8 23 13, 19, 20] dedicated to designing



vision-based perceptual user interfaces (PUIs), we note that in order to provide a user
with the knowledge on how the face is detected by the camera, conventional PUIs use
a separate window somewhere on a screen in addition to normal cursor, which shows
the capture video image of face with the results on vision detection overlaid on top
of ith.

This is the case for the Nouse (the additional window showing the result of nose
tracking can be seen in Figure 1a). This is also how the visual feedback is provided
for CameraMouse [2] and Quilieye [5], which are two examples of the commercially
sold vision-based computer control programs (The documentation for these programs
clearly indicates the requirement of the second window which is used to either cali-
brate the system, verify the results of tracking or both).

The drawback of this visual feedback is that the user has to look both at the
cursor (to know where/how to move it, e.g. to open a Windows menu) and at the
image showing the results captured by the videocamera (to know how to move his
head in order to achieve the desired cursor motion). Since a user cannot view two
different locations at the same time, this violates the condition of Corollary 1. That
is, instead of observing receptor and affecter data simulteneously as in Figure 4a, a
user observes them alternatively as in Figure 4b.

Furthermore, the additional window such as the one shown in Figures 1b produces
another problem. It occludes other window applications, making the windows desktop
more cluttered and less organized.

In this paper we show that this problem can resolved by introducing a new concept,
called Perceptual Cursor, which serves both the purpose of marking a position (as
normal cursor) and the purpose of providing a user with the feedback on how remote
user motions are perceived by a sensor. As such, Perceptual Cursor does not replace
the regular cursor, but rather is used in the interface in addition to it, taking its
functionality only when requested by the user. In the following, we present a generic
framework for designing the Perceptual Cursor and a particular implementation of it
for the vision-based Nouse PUI.

2 Mouse-controlled cursor

For an easier description of the idea, we use the word “Mouse” to refer to any tangible
input device, which is an input device that a user have to touch in order to control a
computer.
Definition 1: Cursor is a movable item used to mark a position.

Controlled by such input devices as mouse, joystick and keyboard, the cursor has

"'While some references may not mention explicitely the provision of the visual feedback window,
the possibity of using it for better performance of the system is always assumed.



become a part of any Windows environment, in which it is defined by its location and
the state. Depending on its state and location, the cursor may change its appearance
(e.g. shown as a flashing rectangle in an Editor, or shown as an arrow on Windows
Desktop). Its purpose however is always the same — to mark a position.

The location of the cursor is characterized by two parameters (i, 7). Its state is
characterized by the mouse events such as ButtonUp and ButtonDown?®. They can be
changed either externally — by a PS2/USB input device such as mouse, or internally
— by a Windows application calling such functions as (in pseudo-code notation):

mouseEvent (MOVE, X,Y);
mouseEvent (BUTTONDOWN) ;
mouseEvent (BUTTONUP) ;

The diagram of the mouse-based cursor control is shown in Figure 5.

Time t:

2: Move cursor to
new position (ij)

8: Perform action
associated with pushing
button in position (i.j)

Time: t=t+1

Figure 5: Flowchart of a mouse/joystick-based cursor control.

2For the simplicity, we consider two mouse events only, though other events, such as scroll wheel
events etc. are also possible.
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3  Nouse-controlled cursor. Defining Perceptual
Cursor

For an easier description of the idea, we use the term “Nouse” to refer to any hands-
free input device, which is an input device that allows a user to control a computer
by remote detection of user’s motion such as the motion of his/her nose or other part
of the body.
Definition 2: Perceptual Cursor is a cursor that comprises a sensing feedback infor-
mation.

In other words, Perceptual Cursor consists in both a visual representation of the
sensing video signal and a pointing object, and is used both for pointing and feedback.

The Perceptual Cursor could take on many looks, it could vary in colors, e.g.
green when it is tracking; red when it is no longer tracking (as shown in Figure 7; or
different size to indicate when the user is moving towards or away from the camera;
or different shapes to show other desired feedback features to the user.

When implementing Perceptual Cursor, the following conditions have to be ob-
served.
Condition 1: Perceptual Cursor should be visible at all times® and its appearance
should be updated in real-time so that the information obtained from the video-
processing program can be shown to a user with no delay.
Condition 2: The operation of Perceptual Cursor should not affect or intervene the
operation of other window /user interface components, including the normal cursor.
Condition 3: It should be not conspicuous (i.e. not taking undesired attention of
the user), yet well visible when desired (i.e. when activated by user).

To meet these conditions, the following procedure can be used.

3.1 Implementation Procedure:

Perceptual Cursor can be implemented as a Windows window

e that is of a small size (not larger than a Windows icon size, which is 32x32
pixels),

e that is made visible at all times, constantly redrawn in Windows on top of all
other windows (as the highest priority window),

e the a corner (or middle, or any other highlighted part) of which is used for
pointing, and the rest of which shows the desired feedback information.

3More exactly, at all times when desired by user, as user may wish to switch it on and off.

11



Time t:

YES 2: Move Nouser to
=1: Face motion detected = new position (ip.jp)

YES 4. Paint Nouser in colour C1
5. Move cursor to Nouser

position: (i.j) = (ip.jp)-

YES[" 7 Paint Nouser in colour C2
ace event F2 detected == 4. Perform action

associated with pushing
button in position (i.j)

~tll

=

Time: t=t+1

Figure 6: Flowchart of a hands-free Nouse-based cursor control using Perceptual
Cursor.

Operating the normal cursor hands-free using the Perceptual Cursor becomes
natural with the following control procedure.

3.2 Control Procedure:

e At every time instance, the location and the appearance of the Perceptual Cur-
sor corresponds to the remote input data registered by a sensor.

e In order to transfer control from the Perceptual Cursor to the normal cursor, a
set of binary remote events is defined (e.g. facial events “Double-Blink”, mouth
opening etc. — for a completely remote system, or external switch/keyboard
events — for other systems).

e Of these binary remote events, there are at least two that serve the purpose of
a) moving the actual cursor to the current location of the Perceptual Cursor,
and b) clicking the actual cursor in its current location.

e Additional remote events and specially designed Perceptual Cursor appearance

12



schemes can be used to facilitate and robustify the transfer of control from
Perceptual Cursor to the normal cursor.

The diagram of thus constructed vision-based cursor control using Peceptual Cur-
sor is shown in Figure 6. In addition to steps that are the same for regular cursor
operated by mouse/joystick (compare to Figure 5), a few extra steps are added in
execution of the program which control the location and appearance of the Perceptual
Cursor in such a way as to provide, in a very intuitive way, the pieces of information
related to the current tracking status. When the location of the Perceptual Cursor is
in the desired position and its state (coded by its appearance) is the state that allows
transfer of the control from Perceptual Cursor to cursor, only then the appropriate
cursor events, such as (4), are executed.

The choice of colours and shapes for the Perceptual Cursor appearance as a func-
tion of the sensed data is a matter of a design, which ideally should be ergonomic
and easy to implement. Below we describe two designs developed for the Hands-free
edition of the Perceptual Vision Interface Nouse (Nouse PUI).

3.3 Example 1. Nouse cursor as a “flying” mini-videoimage

In the Nouse PUI a part of the user face, such as a nose, is used to point to and/or
to select items (such as menus) in the Windows OS environment. Such pointing and
selection of items is achieved by a two-step process:

1) moving Perceptual Cursor towards a desired menu item, and

2) when Perceptual Cursor is on the desired item, it is activated by the Double-blink
or other facial gesture detection mechanism in order to select the desired item.

Due to the fact that facial displacement sensed by a camera is much less than
the range of cursor motion, the vision-based cursor control operates the best in a
joystick! mode [19, 20]. In the joystick mode, the motion and activation of the cursor
is achieved by sending the commands from a user’s hand via a joystick handle though
the wire to the computer. The displacement of the hand z from rest (”zero”) position
xo of the joystick is transferred to the displacement of the cursor on a screen, using
the following transfer function:

inew - iold + Oé(l’ - xO)J (5)

where « is some constant computed based on the knowledge of allowed range of hand
motion.

In the vision-based Nouse PUI control, the procedure for the motion and activation
of the cursor in the joystick mode is similar to the one with the real joystick, except
for the following two very important differences:

4Recently a combined multi-modal mode for vision-based cursor control has been proposed, which
for simplicity is not considered here.
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Nouse: 5.4 FPS (186 ms) - 3: X-90 89 90, dX- 0 10 32 Nouse: 4.3 FPS (231 ms) - 0: X- 0 0 -1, dX-100 0 -1

Cam Settings ] Users Perceptual Commands |Trackmg Settings ‘

Cam Settings | Users Perceptual Commands ‘ Tracking Settings |

C) E

Figure 7: Visual feedback images of two typical results observed in visual tracking of a
user’s face: face is tracked (a), face is lost (b). This visual feedback Perceptual Cursor
allows one to incorporate this visual feedback inside the moving cursor (c).

b)

1. The user does not know (or feel) where the rest ("zero”) position is.

2. The user doesn’t know when he is in hold of ”virtual joystick” and when not, i.e.
whether he is currently tracked or not, and whether his facial motion (either for
moving a cursor or for activating it, as with opening a mouth or double-blinking)
is recognized or not.

Figures 7a,b show two common instances happening during the vision-based face
tracking. The first figure shows the situation when the nose (or face) is successfully
detected and therefore can be used to move the cursor. The second one shows the
situation when nose (face) is not detected by the vision system. These figures also
show visual information that is important for the user to see when operating with the
nose, such as
1) the range of the reliably perceived face motion, which is usually obtained in the
calibration procedure and which is used the user-cursor transfer function (Eq.5);

2) the Rest "zero” position (marked as cross), which is similar to rest position of a
joystick. The face displacement left of the ”zero” position results in cursor moving to
left, the face displacement right of the ”zero” point results in cursor moving to write,
while approaching the boundary of the range motion speeds up the cursor motion,
yet may result in losing the facial feature;

3) the current position of the reference point (nose), the relative position of which is
used to move the cursor (marked as box when detected); and

4) the colour of the augmentation: red - when not tracking, green - when tracking
the face.

All this information has to be incorporated in the Perceptual Cursor appearance.
In the design we propose, the Perceptual Cursor has an appearance of a 32x32 pixel
box (see Figure 7.c), the left top corner of which is highlighted and used to point,

14



and the inside part of which consists of two parts which show a visual feedback about
the current tracking status. The upper part is a 32x24 rectangle used to show a
current video image with overlaid cross to indicate the "zero” position. - By looking
at this rectangle a user always knows the position of his face with respect to the zero
position, which makes it easier for him to control using the face motion.

The lower part of the Perceptual Cursor is a 32 x 8 rectangle (optionally divided
into four parts, each of 8x8 pixels size), the colour which (or the colour of its four
parts) is used to indicate the current state of tracking: all red - face is not seen(or
detected for whatever reason), all green - the program is in tracking mode and runs
with no problem. The 8x8 pixel parts can also be used to show any detected facial
events: e.g. double blink - highlights two of them in yellow, while four blinks -
highlights them in blue and so on.

The example of performing a Windows item selection task hands-free (similar to
the task shown in Figure 1a) using Perceptual Cursor is shown in Figure 8: the inner
part of it shows the current status of tracking, while the top right corner of it is used
to point. After positioning the Perceptual Cursor in the desired location (”Cancel”,
user Double-blinks once to move the cursor to it, and the second time to click on it.

3.4 Example 2. Other designs

In the second design, the cursor looks like a ”live” icon of a joystick with a bar on top
of a circle ("Live” meaning that it is alive, changing as you move your face). While the
circle serves as a regular cursor, the bar on top of it changes its size/colour /orientation
to show the sensing information.

Another design of the Perceptual Cursor, which is not shown in this paper, includes
an augmentation of a joystick-looking icon on top of the decimated 32x24 video image.
Originated from the ”zero” (rest) face position, the live virtual ”joystick” icon changes
its orientation and size to reflect in real-time motion of the user’s face as perceived
by the vision system.

Some operating system also allow it to make the Perceptual Cursor transparent,
which is an additional convenience for the cases when Perceptual Cursor is used in
small-font windows environment. These however, as emphasized in the concluding
remarks, do not appear to be critical issues for the concept to work.

4 Concluding remarks

4.1 On the history of the new concept development

It has been envisaged back in 2001 that ”soon most laptops will be equipped with
build-in ‘eye’ (camera) above the screen” [19]. Indeed, video-cameras (in particular,

15
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Figure 8: Selecting a Windows item hands-free in vision-based PUI using Perceptual
Cursor.
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webcams) have become almost as common at computer workspace as a mouse.

There has been also a lot of hope that these cameras would make computer more
easier to interact with and would provide users with convenient vision-based hands-
free interfaces.

Despite advances in computer vision, such hands-free interfaces however have not
yet become as convenient as we wish them to be.

Ironically, what makes current hands-free interfaces (such as based on vision)
inconvenient is that they are hands-free. That is, a user does not have a feeling
or knowledge on where his "grasp” is. This becomes evident to anybody trying to
operate something hands-free without a feedback.

While this problem has been identified a while ago (e.g. it is clearly mentioned
in cited above paper [19]), the solution to it does not appear to be used or published
anywhere until the current presentation.

The idea of our solution to the problem, presented in this paper, has originated
soon after the problem has been identified in 2002. Several attempts to implement it
have been done in 2002 and 2003, when the first implementations of an always visible
flying 32x32-pixel window, which changed the colour depending on the success status
of tracking, have been done. Due to computer power limitations and possibly lack of
the required programming skills these implementations were not completely real-time
though. The first real-time implementation of what is defined in the papers as the
Perceptual Cursor has been done in December 2004.

4.2 On user study and design issues

This paper described two particular designs of the Perceptual Cursor that were found
convenient for our vision-based hands-free cursor control systems. One is made of a
two-part 32x32 window, the top part of which is used to show the visual image and
the bottom part of which imitates the multi-coloured buttons which can be activated
by face motion. The other one uses a simple stick-on-bun icon which changes its shape
and colour according the status of tracking. While being simple to implement, these
designs appear to provide enough flexibility to be tailored to an arbitrary vision-based
system.

Other designs of Perceptual Cursors may also be suggested — and we leave it to the
researchers from HCI (Human-Computer Interaction) community to do investigate
the Perceptual Cursors designs that yield highest efficiency and convenience for users.
In particular, should there be such an interest, a proper user study on the factors of
the Perceptual Cursor design should be conducted, including a Fitt’s law study that
measures the speed and accuracy of cursor control as a function of Perceptual Cursor
attributes.

It is understood however that these studies, while important, are not as critical as

17



the proposed invention itself. Our invention, in essence, is similar to another invention
which has become very well-known worldwide, being used in many vendor stores
worldwide — the invention that combines a keyboard with a screen, resulting in a
touch-sensitive screen. Various designs of such touch-sensitive screen-keyboards have
been developed since the new concept has been invented and a suitable technological
solution has been described, but these designs are only of minor significance compared
to the invention itself

We feel that the situation with the Perceptual Cursor is very similar. The visual
appearance of the Perceptual Cursor does not appear to be very critical for the
Perceptual Cursor to work as long as it adheres to main principle: showing the
receptor and effecter data in one object. How to implement the new concept
using Visual C++ in Windows OS has been described in this paper too.

4.3 On motivation

To a person normally operating with his or her hands, like most of us are, the work on
designing vision-based face-operated interfaces may appear unmotivated and the ded-
ication of our efforts to solve the problem even strange. Why would indeed someone
propose replacing hands-operated input devices with hands-free ones and then strug-
gle with the problems ”hand-free-iness” brings upon us? Beyond a mere scientific
curiosity, of course.

The answer to this question is in those hundreds of emails I have received since our
first demonstration of the nose tracking technique (named the Nouse) which allowed
a user for the first time ever to write a word with a nose as with pen and a chalk,
and the unprecedented media coverage of our face tracking success story around the
world. While some of the correspondents might have overestimated the power of the
new technology, thinking of it as a panacea of many problems, there has been a very
clear indication of what makes this technology so attractive. This is summarized
below:

e [ts affordability — As in many cases, a person has to spend a lot of money
and effort to buy a specially designed gear (such as laser-based or IR equipped
trackers) to find out that it does not meet the person’s criteria. Besides, each
person has to buy his/her own device like this and have it with him/her all the
time.

e Its convenience — It does not require a person to wear anything on his/her head,
neither it requires any special tuning for each person. This makes it possible to
use the same camera-computer setup and room for many people. Places such
as Internet cafes for people with special needs can be thus created.
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e [ts performance — Many people, who have constrained mobility of their hands,
do not require the full range of computer control commands and find the per-
formance exhibited by Nouse sufficient for their needs, provided that it can be
incorporated into their programs, the most important of which are controlled
by a cursor movement.

As a result, several municipal and provincial Canadian health organizations have
contacted II'T-NRC over the last three years expressing their interest in hands-free
vision-based computer control that the Nouse technology makes possible, and the
working relationship has been established with the Elisabeth Bruyere Research Insti-
tute and SCO Health Service in Ottawa.

It is having in mind these concrete people — the residents of these health institu-
tions, for whom our technology would cater the most — how the technological problems
have been discovered and the solutions to these problems have been researched [21].
Despite a long history of building hands-free technology for disabled, some of the tech-
nological problems and solutions that we have discovered, such as the one presented
in this paper, still have not been reported in literature.

4.4 On future work and prospectives

It is clear that Perceptual Cursor may also be used to facilitate hands-free control of
any, not necessarily vision-based, perceptual user interfaces.

At the same time, it is also understood that providing the missing feedback is not
the only problem that needs to be resolved for vision-based cursor systems to work.

For example, there is another problem that seems not to be tackled by Computer
Vision researchers. This problem is related to the head-tracking-based cursor control
and deals with the fact that the range of head displacement a user can exhibit is much
less than the range of hand-operated pointing devices such as mouse or a joystick.
This problem is even serious when considering it for people with disabilities who are
the prime consumers-to-be of the technology in question.

In our research we have addressed this problem too and a solution to it, based
on a new multi-modal space transformation technique that converts the constrained
facial position to that of the cursor, will be the focus of our next publication.

Finally, as described in our earlier publication on building user-seeing computers
[7], besides cursor control, there are several other important computer vision tasks
that need to be resolved to make hands-free computer control viable and efficient, such
as automatic identification of users (so that proper user setting can be selected hands-
free), facial event recognition such as Blink detection (for mouse-click replication),
hands-free typing using an on-screen keyboard suitable for low a range motion, etc.

While many of these tasks have been already successfully resolved by our efforts
[17, 14,16, 19,7, 15, 18], combining all of them into a single runnable end-user software
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which would seamlessly integrate into an Operating System requires a different from
the computer-vision/pattern recognition set of skills. This means that in order to
build such a software a team with all the diverse skills may be required.

4.5 Addendum: New term

To conclude the paper, we also propose another term for the new user interface con-
cept. The term Perceptual Cursor, used throughout the paper, captures well the
gist of the concept as applied to the perceptual user interfaces. When applied to
vision-based perceptual user interfaces such as those tracking the user’s nose (or a
face), another term for it is proposed — Nousor, which obtained by blending two other
words: Nouse + Cursor, both of which can now be found in English dictionary:

Cursor — noun [C] /kur-ser, -sor/

a movable item used to mark a position: as a visual cue (as a flashing rectangle) on a video
display that indicates position (as for data entry) (From Merriam-Webster Online Dictio-
nary: www.m-w.com/dictionary/cursor).

Nouse — noun [C] /naus/

a pointing mechanism for a personal computer which is activated by movements of the nose.
(From Macmillan English Dictionary: www.macmillandictionary.com/New-Words/041004-
nouse.htm).
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