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Abstract  

Moisture transport as well as evaporation and condensation are key mechanisms in the energy 

management of many processes occurring in different porous media. The role of moisture varies 

significantly among several applications such as food drying, concrete heating, deep geological barriers, 

and smouldering combustion of wet fuels. Currently, there is a lack of numerical models able to accurately 

predict these processes within a complex porous matrix. A one-dimensional numerical model was 

developed to predict the transient and spatial movement of evaporative and condensation fronts in an air 

heated inert porous bed partially saturated with water. The results showed that by introducing simple 

calibration constants in the effective thermal properties, the model was able to accurately predict 

experimental results. The numerical results revealed that temperatures rapidly increase to boiling 

conditions because of vapour condensation. Moreover, the model identified that the temperature plateau 

occurred because all the available energy was used to evaporate water. Evaporative cooling was also 

predicted and showed a rapid temperature decrease when air was initiated. When the air supply was 

initiated along with the heater, evaporative cooling resulted in a temperature plateau lower than air-off 

conditions. This was caused because vapour was carried forward much faster by the forced air, resulting 

in lower condensation and consequently lower energy released. Overall, this work provides a valuable 

representation in space and time of the key moisture transport processes in the gas phase as well as key 

phase-change and heat transfer processes occurring in porous media.  
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Nomenclature 

Latin Letters  

As Surface area, m2 

Cp Specific heat capacity, J kg-1 K-1 

dp Particle diameter, mm 

D Diffusion coefficient, m2 s-1 

E Energy, J 

�̇� Energy rate, J s-1 

hsg Interfacial heat transfer coefficient, W m-2 K-1 

hg Hubbert’s potential, m 

k Thermal conductivity, W m-1 K-1 

kevap Equilibrium time constant, s-1 

kp Intrinsic permeability, m2 

m Mass, kg 

�̇� Mass flow, kg s-1 

�̇�𝑤
′′′ Evaporation rate, kg m-3 s-1 

M Molar weight, g mol-1 

Nu Nusselt number 

P Pressure, Pa 

Pr Prandtl number 

�̇�" Heat flux, W m-2 

r Column radius, m 

R Ideal gas constant, J K-1 mol-1 

Re Reynolds number 

S Saturation 

T Temperature, K 

ug Darcy air flux, m s-1 

U Global heat loss coefficient, W m-2 K-1 

V Volume, m3 

Y Mass fraction 
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w Humidity 

 

Greek Symbols 

ΔHevap Heat of evaporation, MJ kg-1 

ρ Density, kg m-3 

ϕ Porosity 

σ Stefan–Boltzmann constant, W m-2 K-4 

μ Dynamic viscosity, Pa.s 

Subscripts/Superscript  

a Air 

Cl Cylinder 

eff Effective 

evap Evaporation 

f Final 

g Gas  

in Inlet 

0 Ambient 

rad Radiation 

s Solid/sand 

rel Relative 

sat Saturation 

sp Sphere 

spec Specific 

v Vapour 

w Water 
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1. Introduction  

Moisture transport as well as evaporation and condensation are key mechanisms in the energy 

management of many processes occurring in porous media. Water evaporation and condensation have 

been studied in different porous media such as packed bed [1, 2], bare soils [3], deep geological 

repositories for radioactive waste [4], oil reservoirs [5, 6], food [7-13], concrete [14], wood [15], peat 

[16], and organic fuels embedded in sand [17, 18]. The role of moisture varies significantly among these 

applications and therefore the approaches and assumptions used to model evaporation and condensation 

are also different. Food drying, concrete spalling and contaminated soil remediation are three well 

documented examples that illustrate the variety of applications.  

In food drying, the removal of moisture reduces microbiological activity (e.g., mold growth), improving 

food storage and conservation [10]. Convective drying is typically used, where forced air with low relative 

humidity is applied at the food surface [8, 9]. Moisture moves through capillary forces and diffusion due 

to a difference in concentration from the interior (wet) to the surface (dry) [7, 11, 15, 19]. In this case, the 

controlling mechanisms relate primarily to the migration of water towards the surface. Numerical models 

that simulate this application typically introduce complexity in the characterization of the porous media 

(e.g., shrinkage [20, 21]), but evaporation and condensation are generally neglected. 

Understanding water evaporation is also important for building materials under fire conditions. When 

concrete is exposed to a high heat flux, bound water initially trapped in the material quickly evaporates. 

The escaping water vapour passes through regions of low permeability, which can increase the pore 

pressure and result in the formation of cracks or even concrete spalling [14]. Related studies have focused 

on detailed modelling of evaporation, permeability, and the resulting pore pressures [22] while 

condensation and vapour transport tend to be simplified. 

Designing thermal remediation systems for contaminated soil requires the quantitative consideration of 

water evaporation as it represents a major heat sink. Methods using bulk heating of contaminated soil can 

treat this problem by means of simple heat-sink approximations, while dynamic systems such as 

smouldering of contaminated soils require a more comprehensive mathematical framework. Smouldering 

has been successfully applied to destroy wastes considered challenging due to their high moisture content 

(e.g., feces [17] and biosolids [18]). At low and moderate moisture contents (< 70 %), the pre-heated air 

evaporates the water, which condenses in the cold regions ahead of the smouldering reaction. Hence, the 

propagation of the smouldering front occurs in the dried material, i.e., there is a separation of the 
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smouldering and evaporation fronts [5, 17]. At high moisture contents (> 70 %), the smouldering reaction 

may not overcome the energy sink caused by water evaporation and both smouldering and evaporation 

fronts collapse into one, resulting in extinction of the combustion reaction [17, 18]. Note that in these 

studies liquid phase water migration can be ignored, nevertheless, if the characteristic length (i.e., large) 

and time scales (i.e., long) allow for buoyancy to become relevant, then water mobility needs to be 

considered [23-26]. Similar processes occur during natural smouldering of peatlands. However, in this 

case, a high moisture content is required to prevent homogeneous combustion (i.e., flame) and the ensuing 

fire spread [16]. In both cases, evaporation and condensation require models that characterize moisture 

content in time and space.  

Given the complexities associated to most of these applications, even the most simplified representations 

require the use of numerical models. One of the most-often applied models to describe and quantify water 

evaporation is the diffusion model, which assumes that i) liquid moves by diffusion from the interior to 

the solid surface, where it evaporates and moves into the air, and ii) liquid evaporates at the solid interior 

and the water vapour diffuses to the solid surface and then moves into the air [27]. The conceptual 

formulation of these models allows them to be adapted to a large variety of applications. Philip and De 

Vries [28] extended the diffusion model by including heat and mass transfer, capillary flow, and the 

interactions between vapor, liquid, and solid phases. This extended evaporation model was widely applied 

due to its simple applicability.  

In the late 1970s, Whitaker [19] and Whitaker and Chou [29], improved the gas phase transport processes 

by introducing volume-averaged transport equations which include the liquid and vapour phase continuity 

equations, moisture transport through Darcy's law and capillary action.  The main simplification is that 

liquid, solid and vapour phase energy equations are combined into a single temperature equation. This 

limited formulation provides the existing framework for numerical modeling of water evaporation in 

porous media. 

Numerical models simulate water evaporation and condensation based on Local Thermal Equilibrium 

(LTE) [7, 11, 12, 15, 30, 31] and Local Thermal Non-Equilibrium [8, 9, 32-36] conditions. LTE is 

generally used because is numerically simple, i.e., it assumes equal temperature for the gas (dry air and 

vapour), solid (matrix) and liquid (water, oil) phases. A similar approach is used for mass transfer, where 

two assumptions are identified: equilibrium [5, 12, 15, 30, 31] and non-equilibrium [7-9, 11, 37]. 

Equilibrium mass transfer assumes that the water vapour concentration in the air is always equal to its 

equilibrium (or saturation) value, which means phase-change is instantaneous, i.e., the time associated 
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with evaporation and condensation is negligible [12, 38]. In non-equilibrium mass transfer, the phase-

change between liquid water and vapour, is driven by a difference in concentration between the vapour 

and saturated phases, and the magnitude of this difference is an indicator of how far a system is away from 

equilibrium. 

Several formulations describing the non-equilibrium approach have been tested in the literature [3], based 

on irreversible thermodynamics, first-order reaction kinetics, or the kinetic theory of gases. Each 

formulation has a phenomenological coefficient (equilibrium time coefficient, kevap) that is either 

physically- or empirically-based and is often used as a fitting parameter. Non-equilibrium mass transfer 

typically provides better results than equilibrium [3].  

The complex interactions of the multiple processes make it challenging to establish the controlling 

mechanisms. Thus, it is beneficial to explore individual aspects numerically with simpler one-dimensional 

models coupled with experimental data. Currently, there is a lack of such models, although evaporation 

and condensation within a complex porous matrix are common in numerous engineering systems [17, 18]. 

This study develops and validates a multiphase model for dynamic water evaporation and condensation 

fronts in porous media including heat transfer and phase-change processes evolving in space and time. 

The fronts are subject to one-dimensional, heated air injection, following engineering applications. 

Experiments with and without heat were used to validate the model. The effects of water evaporation and 

condensation on the global energy balance were analyzed and a global mass balance was developed. 

Furthermore, the influence of the air flow rate and heating source, along with three main process 

parameters, were examined via a model sensitivity analysis. This work provides unique insight into 

evaporative cooling and water evaporation and condensation in a heated porous bed. Moreover, it is 

expected to provide the basis for simulating such processes in complex systems, such as smouldering 

combustion of wet fuels and thermo-hydro-mechanical processes in deep geological repositories for 

radioactive waste. 

2. Methodology 

2.1. Modelling 

This work further develops the modelling approach provided in [39]. The multiphase model followed the 

theory of drying developed by Whitaker [19] and takes into account three phases: solid (sand grains), 

liquid (water), and gas (air and water vapour). The solid phase is stationary, i.e., 𝑢𝑠 = 0. The conservation 

of mass for liquid water: 
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𝜙𝜌𝑤

𝜕(𝑆𝑤)

𝜕𝑡
= �̇�𝑤

′′′ (1) 

assumes that liquid water is also immobile (𝑢𝑤 = 0) [5, 37], constant water density (𝜌𝑤), and negligible 

capillary effects. The total porosity (𝜙) is defined as the volume fraction occupied by gas (𝜙𝑔 = 𝜙𝑆𝑔) and 

water (𝜙𝑤 = 𝜙𝑆𝑤), i.e., 𝜙 = 𝜙𝑤 + 𝜙𝑔, where the water saturation (𝑆𝑤) is the fraction of pore volume 

occupied by water and the gas saturation (𝑆𝑔) is the fraction of pore volume occupied by gas (𝑆𝑔 = 1 −

𝑆𝑤). The dependent variable in Eq. (1) is 𝑆𝑤. Equation (1) also assumes that liquid water is becoming 

water vapour (negative evaporation rate, �̇�𝑤
′′′, see Eq. (14)).  

The mass fraction of water vapour (𝑌𝑣) was calculated via the air-water vapour transport equation [40]:  

𝜕(𝜙𝑆𝑔𝜌𝑔𝑌𝑣)

𝜕𝑡
+

𝜕(𝜌𝑔𝑢𝑔𝑌𝑣)

𝜕𝑥
=

𝜕

𝜕𝑥
(𝜙𝑆𝑔𝜌𝑔𝐷𝑒𝑓𝑓

𝜕𝑌𝑣

𝜕𝑥
) + �̇�𝑤

′′′ (2) 

The effective diffusivity (𝐷𝑒𝑓𝑓) is a forward gas phase diffusion coefficient and does not represent mass 

transfer between the liquid and the gas phases. Note that the flow contributions in the dispersion terms 

were assumed to be negligible. In the literature [41, 42],  𝐷𝑒𝑓𝑓 is typically calculated by: 

𝐷𝑒𝑓𝑓 = 𝐷𝑔(𝑆𝑔𝜙)
4

3⁄
 (3) 

where 𝐷𝑔 is the diffusion coefficient. However, in this work, 𝐷𝑒𝑓𝑓  was calibrated (see Section 3.2.1). 

Equation (2) also assumes that air and water vapour are moving with the same Darcy velocity (𝑢𝑔) [7, 8, 

11, 30, 43]: 

𝑢𝑔 = −
𝑘𝑝

𝜇𝑔

𝜕𝑃𝑔

𝜕𝑥
 (4) 

without gravity effects, where 𝑘𝑝 is the intrinsic permeability, 𝜇𝑔 is the gas dynamic viscosity, and 𝑃𝑔 is 

the total gas pressure. 𝜇𝑔 is calculated based on 𝑌𝑣 [11]: 

𝜇
𝑔

= 𝜇
𝑎
(1 − 𝑌𝑣) + 𝜇

𝑣
(𝑌𝑣) (5) 

where 𝜇
𝑎
 and 𝜇

𝑣
 are the dynamic viscosities of air and water vapour.  

The gas pressure (𝑃𝑔) was calculated via the air-water vapour continuity equation: 

𝜕(𝜙𝑆𝑔𝜌𝑔)

𝜕𝑡
+

𝜕(𝜌𝑔𝑢𝑔)

𝜕𝑥
= �̇�𝑤

′′′ (6) 

where the total gas density (𝜌𝑔) followed the ideal gas law and Dalton’s law [44]: 
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𝜌𝑔 = 𝜌𝑎 + 𝜌𝑣 =
𝑃𝑔

𝑅𝑔𝑇𝑔
 (7) 

and: 

𝜌𝑎 =
𝑃𝑎

𝑅𝑎𝑇𝑔
 (8) 

𝜌𝑣 =
𝑃𝑣

𝑅𝑣𝑇𝑔
 (9) 

𝑃𝑎 = 𝑃𝑔 − 𝑃𝑣 (10) 

𝑅𝑔 = 𝑅𝑎(1 − 𝑌𝑣) + 𝑅𝑣(𝑌𝑣) (11) 

where 𝜌𝑎 and 𝜌𝑣 are the air and water vapour densities, 𝑃𝑎 and 𝑃𝑣 are the partial pressure of air and water 

vapour, 𝑅𝑎 and 𝑅𝑣 are the specific gas constants of air and water vapour. 𝑃𝑣 was calculated as a function 

of 𝑌𝑣 and 𝑃𝑔 [8]: 

𝑃𝑣 =
𝑌𝑣𝑅𝑣𝑃𝑔

𝑅𝑎 + 𝑌𝑣(𝑅𝑣 − 𝑅𝑎)
 (12) 

𝑅𝑖 =
𝑅

𝑀𝑖
  𝑤𝑖𝑡ℎ 𝑖 = 𝑎, 𝑣 (13) 

where R is the ideal gas constant, M is the molar weight, and i is the gas species (i.e., air and water vapour). 

Further detail on the derivation of Eq. (12) is given in [8]. 

The evaporation rate (�̇�𝑤
′′′) uses unrestricted non-equilibrium mass transfer [3, 7, 8, 11, 45] as the limiting 

mass transfer process: 

�̇�𝑤
′′′ = 𝑘𝑒𝑣𝑎𝑝 (

1

𝑅𝑣𝑇𝑔
) (𝑃𝑣 − 𝑃𝑠𝑎𝑡)  (14) 

𝑘𝑒𝑣𝑎𝑝 is the evaporation constant and is defined as the inverse of the time, Δt-1 (s-1), necessary to reach 

equilibrium mass transfer in the system [3, 7, 11, 46]. For large 𝑘𝑒𝑣𝑎𝑝 values (e.g., > 5 s-1), equilibrium 

mass transfer is reached, and phase-change occurs instantaneously. This was observed by negligible 

temperature changes when 𝑘𝑒𝑣𝑎𝑝 > 5  s-1. Therefore, the non-equilibrium mass transfer formulation 

presented in Eq. (14) is valid for 𝑘𝑒𝑣𝑎𝑝 < 5 s-1 (𝑘𝑒𝑣𝑎𝑝 ≥ 5 s-1 results in equilibrium mass transfer) and 

0.100 ≤ x ≤ 0.465 m, i.e., in the regions initially wet (0.100 ≤ x ≤ 0.300 m) and initially dry (0.300 < x ≤ 

0.465 m) were condensation occurred. 

The saturation pressure (𝑃𝑠𝑎𝑡) was represented by the Buck equation [47, 48]:  



9 
 

𝑃𝑠𝑎𝑡 = 610.78 𝑒𝑥𝑝 (
17.27𝑇𝑔

𝑇𝑔 + 237.3
) (15) 

where 𝑃𝑠𝑎𝑡 is in Pa and the gas temperature (𝑇𝑔) is in degree Celsius. In Eq. (14), condensation occurs 

when 𝑃𝑣 > 𝑃𝑠𝑎𝑡 , whereas evaporation takes place when 𝑃𝑣 < 𝑃𝑠𝑎𝑡 . Boiling occurs when 𝑃𝑣 = 𝑃𝑠𝑎𝑡 ; 

therefore, Eq. (14) cannot predict boiling.  

The model solved the transient energy equation for both solid (Ts) and gas (Tg) phases [8, 19, 45, 49]: 

(𝜌𝐶𝑝)
𝑒𝑓𝑓

𝜕𝑇𝑠

𝜕𝑡
=

𝜕

𝜕𝑥
(𝑘𝑒𝑓𝑓

𝜕𝑇𝑠

𝜕𝑥
) + ℎ𝑠𝑔 (

𝐴𝑠,𝑠𝑝

𝑉𝑠𝑝
) (𝑇𝑔 − 𝑇𝑠) − 𝑈 (

𝐴𝑠,𝑐𝑙

𝑉𝑐𝑙
) (𝑇𝑠 − 𝑇0) + ∆𝐻 𝑒𝑣𝑎𝑝�̇�𝑤

′′′ (16) 

𝜙 𝑆𝑔𝜌𝑔𝐶𝑝𝑔

𝜕𝑇𝑔

𝜕𝑡
+ 𝜌𝑔𝐶𝑝𝑔

𝑢𝑔

𝜕𝑇𝑔

𝜕𝑥

=
𝜕

𝜕𝑥
(𝜙 𝑆𝑔𝑘𝑔

𝜕𝑇𝑔

𝜕𝑥
) + ℎ𝑠𝑔 (

𝐴𝑠,𝑠𝑝

𝑉𝑠𝑝
) (𝑇𝑠 − 𝑇𝑔) + �̇�𝑤

′′′𝐶𝑝𝑣
(𝑇𝑠 − 𝑇𝑔) 

(17) 

where the effective “eff” properties followed a linear average [45]: 

(𝜌𝐶𝑝)
𝑒𝑓𝑓

= (1 − 𝜙)𝜌𝑠𝐶𝑝𝑠 + (𝜙𝑆𝑤)𝜌𝑤𝐶𝑝𝑤 (18) 

(𝑘)𝑒𝑓𝑓 = (1 − 𝜙)(𝑘𝑠 + 𝑘𝑟𝑎𝑑) + (𝜙𝑆𝑤)𝑘𝑤 (19) 

𝐶𝑝𝑔 = (1 − 𝑌𝑣)𝐶𝑝𝑎 + 𝑌𝑣𝐶𝑝𝑣 (20) 

𝑘𝑔 = (1 − 𝑌𝑣)𝑘𝑎 + 𝑌𝑣𝑘𝑣 (21) 

where 𝜌𝑠  and 𝜌𝑤  are the particle density and water density, and 𝐶𝑝𝑠 , 𝐶𝑝𝑤 , 𝐶𝑝𝑎 , and 𝐶𝑝𝑣  are the sand, 

water, air, and water vapour heat capacities, respectively. 𝑘𝑠, 𝑘𝑤, 𝑘𝑎, and 𝑘𝑣 are the sand, water, air, and 

water vapour thermal conductivities. Radiation heat transfer (“rad”) followed the Rosseland 

approximation and was expressed as a radiative conductivity (𝑘𝑟𝑎𝑑 = 16𝜎𝑑𝑝𝑇𝑠
3 3⁄ ) [39], where 𝜎 is the 

Stefan–Boltzmann constant. 

Equation (16) assumes that the porous medium was homogeneous and sand particles were taken as spheres 

(As,sp/Vsp=6(1-ϕ)/dp). Liquid water and sand are assumed to be in local thermal equilibrium forming the 

“solid” phase. This is a reasonable assumption since water behaves as a film coating the sand. Therefore, 

the contact surface area is assumed to be sufficiently large, compared to the thickness of the water film, 

for internal temperature relaxation to occur before any gas phase temperature changes. Moreover, Eq. (16) 

also shows that the volumetric energy for evaporation (∆𝐻 𝑒𝑣𝑎𝑝�̇�𝑤
′′′) is completely transferred from the 

solid to the gas phase, which is accounted for in Eq. (17) by the addition of a phase temperature-dependent 

term (�̇�𝑤
′′′𝐶𝑝𝑣

(𝑇𝑠 − 𝑇𝑔)) [49]. 
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Local Thermal Non-Equilibrium (LTNE) between solid and gas phases was considered by applying the 

interfacial heat transfer coefficient (hsg) according to the empirical Nusselt (Nu) versus Reynolds (Re) and 

Prandtl (Pr) correlation developed specifically for heat transfer in porous media scenarios [39]: 

𝑁𝑢 =
ℎ𝑠𝑔𝑑𝑝

𝑘𝑔
= 0.001(𝑅𝑒1.97𝑃𝑟1 3⁄ ) (22) 

Equation (22) has been shown to be adequate in simulations of applied smouldering processes [39, 50], 

which require forced air (i.e., Re > 0) to create the self-sustaining process. Evaporation for example, takes 

place even when the air flux is off (i.e., �̇�𝑤
′′′ < 0 when 0 ≤ t ≤ tg). In this case (Re = 0), temperatures are 

relatively low, and energy transfer between solid and gas phases was assumed to occur instantaneously, 

i.e., Local Thermal Equilibrium (LTE) exists. This was represented by a very large hsg (500 W m-2 K-1 

[39]). When t > tg, forced air is supplied (Re > 0), temperature difference between phases increases, LTNE 

is created, and then hsg follows Eq. (22). 

The heat of evaporation in Eq. (16) was defined as in [51]:  

∆𝐻 𝑒𝑣𝑎𝑝 = 2501.05 𝑥103 (
647.3−𝑇𝑠

643.3−273.15
)

0.3298

 (23) 

with the solid temperature (𝑇𝑠) in Kelvin. 

A global heat loss coefficient (U) [39, 52] was included in Eq. (16) and used the surface area per unit 

volume (As,cl/Vcl=2/r), where r is the radius of the column. The thermal properties of air, water, sand, and 

water vapour varied with temperature and are presented in Table 1 along with the model parameters. The 

initial and boundary conditions are defined in Table 2.  

 

 

 

 

 

 

 

 



11 
 

Table 1. Model Input Parameters for Base Case 

Par. Value Unit Ref. 

Cps 2.49(Ts)+39.06 J kg-1 K-1 [39] 

Cpa -3x10-5(Tg
2)+0.2261(Tg)+940.35 J kg-1 K-1 [53] 

Cpv 7x10-5(Tg
2)+0.5583(Tg)+1835.8 J kg-1 K-1 [53] 

Cpw 5.47x10-6(Ts
2)+9.086x10-5 (Ts)+4.176 J kg-1 K-1 [21] 

dp 1.59 mm This work 

Deff 8x10-5 m2 s-1 Calibrated 

ks 0.000541(Ts)+0.1044 W m-1 K-1 [39] 

ka -1x10-8(Tg
2)+8x10-5(Tg)+4.3x10-3 W m-1 K-1 [53] 

kv 4x10-8(Tg
2)+8x10-5(Tg)+0.0152 W m-1 K-1 [53] 

kw 6.7x10-5(Ts
2)+1.76 x10-3(Ts)+0.571 W m-1 K-1 [21] 

kp 1.0x10-9 m2 [39] 

kevap 2.0 s-1 Calibrated 

Mg 28.97 g kg-1 [44] 

Mv 18.01 g kg-1 [44] 

𝜙 0.37 - [39] 

ρs
 2650 kg m-3 [39] 

ρw 995.74 kg m-3 [21] 

Pa,0 1.0133 kPa [44] 

�̇�𝑖𝑛
"  25 kW m-2 [39] 

r 0.08 m This work 

R 8.314 J K-1 mol-1 [44] 

Ra 286.7 J kg-1 K-1 [44] 

Rv 461.5 J kg-1 K-1 [44] 

Sw,0 0.3 - This work 

tg 4449 s This work 

th 4935 s This work 

T0 293 K This work 

ug,in 0.05 m s-1 This work 

U 1.7 W m-2 K-1 [39] 

𝛾 0.7 - Calibrated 

𝛿 2.0 - Calibrated 

μa -9x10-12(Tg
2)+4x10-8 (Tg)+6x10-6 Pa s [53] 

μv 7x10-12(Tg
2)+4x10-8 (Tg)+9x10-6 Pa s [53] 

Yv,0 1.43x10-3 - This work 

𝑤𝑠𝑝𝑒𝑐,0 1.43x10-3 - This work 

wrel,0 0.10 - This work 
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Table 2. Initial and Boundary Conditions for Numerical Model. 

Eq. Initial Condition Boundary Condition 

(1) 𝑡 = 0 ⟹ 𝑆𝑤 = 𝑆𝑤,0 - 

(2) 𝑡 = 0 ⟹ 𝑌𝑣 = 𝑌𝑣,0
a 

𝑥 = 0.000 𝑚 ⟹ 𝑌𝑣 = 𝑌𝑣,0
a 

𝑥 = 0.465 𝑚 ⟹ −𝜙𝑆𝑔𝜌𝑔𝐷𝑒𝑓𝑓

𝜕(𝑌𝑣)

𝜕𝑥
= 𝜌𝑔𝑢𝑔(𝑌𝑣,0 − 𝑌𝑣) 

(6) 𝑡 = 0 ⟹ 𝑃𝑔 = 𝑃𝑎,0 + 𝑃𝑣,0 = 𝑃𝑔,0 
𝑥 = 0.000 𝑚 ⟹ 𝜌𝑔,0𝑢𝑔(𝑡) → {

𝑢𝑔(𝑡) = 0 → 0 ≤ 𝑡 ≤ 𝑡𝑔        

𝑢𝑔(𝑡) = 𝑢𝑔,𝑖𝑛 → 𝑡𝑔 < 𝑡 ≤ 𝑡𝑓
 

𝑥 = 0.465 𝑚 ⟹ 𝑃𝑔 = 𝑃𝑔,0 

(16-17) 𝑡 = 0 ⟹ 𝑇𝑠 = 𝑇𝑔 = 𝑇0 

𝑥 = 0.100 𝑚 ⟹ {
−(𝑘𝑒𝑓𝑓)

𝜕𝑇𝑠

𝜕𝑥
= �̇�𝑖𝑛

" → 0 ≤ 𝑡 ≤ 𝑡ℎ                   

−(𝑘𝑒𝑓𝑓)
𝜕𝑇𝑠

𝜕𝑥
= 0 → 𝑡ℎ < 𝑡 ≤ 𝑡𝑓                

 

𝑥 = 0.465 𝑚 ⟹ {
−(𝑘𝑒𝑓𝑓)

𝜕𝑇𝑠

𝜕𝑥
= 0                            

−(𝑘𝑔)
𝜕𝑇𝑔

𝜕𝑥
= 0                               

 

a 𝑌𝑣,0 =
𝑤𝑠𝑝𝑒𝑐,0

1+𝑤𝑠𝑝𝑒𝑐,0
 where 𝑤𝑠𝑝𝑒𝑐,0 = (

𝑅𝑎

𝑅𝑣
) (

𝑃𝑣,0

𝑃𝑎,0
) and 𝑃𝑣,0 = 𝑤𝑟𝑒𝑙,0𝑃𝑠𝑎𝑡(𝑇0) [8] 

 

This system of equations was solved by a one-dimensional numerical model developed in COMSOL 

Multiphysics. The computational domain mimics the centreline of an experimental apparatus (Fig. 1, 

Section 2.2). A constant heat flux (�̇�𝑖𝑛
" ) delivered at the inlet boundary was used to simulate the heater at 

x = 0.1 m. The Darcy air flux was initiated at x=0 m by a constant ug,in. A mesh analysis was conducted 

(Fig. S1, Supplementary Material) and identified that a domain with a 0.1 mm mesh size produced a 

numerical uncertainty of approximately 1% in the energy balance and 3% in the mass balance. The time-

step was varied to meet stability criteria. 

A model calibration was conducted along with a global energy balance based on previous studies [54-56] 

and a new global mass balance was developed (Table 3). Moreover, a model sensitivity analysis was 

conducted (Runs #1-9, Table 4) where experimental conditions (heater/air on/off) and three model 

parameters (ug, Sw, wrel) were changed. 
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Table 3. Global Energy and Mass Balance 

Energy Rate 

[J s-1] 
Eq. # Global Energy Balance 

Mass Flow 

Rate             

[kg s-1] 

Eq. # Global Mass Balance 

In 24 �̇�𝑖𝑛 = �̇�𝑖𝑛
" 𝐴𝑐𝑠|

𝑥=0.1
 

In 30 �̇�𝑖𝑛 = 𝜌𝑔,𝑖𝑛𝑢𝑔,𝑖𝑛𝐴𝑐𝑠|
𝑥=0

 

Evaporation  25 �̇�𝑒𝑣𝑎𝑝 = ∫ ∆𝐻𝑒𝑣𝑎𝑝�̇�𝑤
′′′(𝐴𝑐𝑠)𝑑𝑥

0.465

0.1

 

Radial Heat 

Loss  
26 �̇�𝑙𝑜𝑠𝑠 = ∫ −𝑈(2𝜋𝑟)(𝑇𝑠 − 𝑇0)𝑑𝑥

0.465

0

 

Out 31 �̇�𝑜𝑢𝑡 = 𝜌𝑔𝑢𝑔𝐴𝑐𝑠|
𝑥=0.465

 

Out 27 �̇�𝑜𝑢𝑡 = −(𝜌𝑔𝑢𝑔𝐴𝑐𝑠)𝐶𝑝𝑔
(𝑇𝑔 − 𝑇0)|

𝑥=0.465
 

Net 28 �̇�𝑛𝑒𝑡 = �̇�𝑖𝑛 + �̇�𝑒𝑣𝑎𝑝 + �̇�𝑙𝑜𝑠𝑠 + �̇�𝑜𝑢𝑡 Net 32 �̇�𝑛𝑒𝑡 = �̇�𝑖𝑛 − �̇�𝑜𝑢𝑡 

      

Energy [J] Eq. # Global Energy Balance Mass [kg] Eq. # Global Mass Balance 

Net 29 𝐸𝑛𝑒𝑡 = ∫ (�̇�𝑛𝑒𝑡)𝑑𝑡

𝑡𝑓

0

 Net 33 𝑚𝑛𝑒𝑡 = ∫ (�̇�𝑛𝑒𝑡)𝑑𝑡

𝑡𝑓

0

 

 

Table 4. Sensitivity Analysis of Model Parameters 

Run # [-] Heater Air ug [m s-1] Sw [%] wrel [%] 

1  OFF (0 ≤ t ≤ tf) ON (0 ≤ t ≤ tf) 0.03 30 10 

2 ON (0 ≤ t ≤ th) ON (0 ≤ t ≤ tf) 0.05 30 10 

3  ON (0 ≤ t ≤ tf) OFF (0 ≤ t ≤ tf) - 30 10 

4 ON (0 ≤ t ≤ th) ON (tg ≤ t ≤ tf) 0.03 30 10 

5 ON (0 ≤ t ≤ th) ON (tg ≤ t ≤ tf) 0.08 30 10 

6 ON (0 ≤ t ≤ th) ON (tg ≤ t ≤ tf) 0.05 10 10 

7 ON (0 ≤ t ≤ th) ON (tg ≤ t ≤ tf) 0.05 50 10 

8 ON (0 ≤ t ≤ th) ON (tg ≤ t ≤ tf) 0.05 30 0 

9 ON (0 ≤ t ≤ th) ON (tg ≤ t ≤ tf) 0.05 30 90 
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2.2. Experiments 

Three experiments (Table 5) were conducted in a stainless-steel column with 0.160 m inner diameter and 

0.505 m in height (Fig. 1). The column was placed over a stainless-steel base (0.14 m inner diameter, 0.20 

m in height), containing a flat, spiral-coiled heater (0.14 m outer diameter, 450 W, 120 V, Watlow Ltd) 

connected to a 120 V AC, single-phase variable power supply (STACO Energy Products), and an air 

diffuser made of perforated tubes connected to laboratory compressed air supply via a mass flow controller 

(FMA5400/5500 Series, 0–500 L min-1, Omega Ltd). The air diffuser was covered with a 0.10 m layer of 

commercially available quartz sand (average dp=1.59 mm, K&E Sand and Gravel, WP #2) up to the top 

of the heater to ensure uniform airflow.. Then, a 0.20 m layer of wet sand was placed above the heater, 

topped by a 0.165 m layer of dry sand. Sand was chosen as the porous medium because the convective 

heat transfer coefficient and thermal properties were well characterized in [39]. Ten thermocouples spaced 

0.035 m apart were assumed to measure an average temperature between the solid and gas phases along 

the column centerline. Data acquisition was set at 2 seconds, which gives enough precision to capture the 

evolution of the evaporation/condensation fronts. The apparatus was insulated to minimize heat losses. 

The initial water saturation (Sw) was 30 % in the 0.20 m wet layer. The 0.165 m dry layer was introduced 

to characterize the condensation followed by the evaporation process that is expected to happen as water 

vapour from the wet area migrates through the reactor.  
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Fig. 1. Schematic of the experimental apparatus for Exp. #2 and #3 (heating). In Exp. #1 (without 

heating), the column was filled with a 0.465 m layer of wet sand. 

 

Experiment #1 (Table 5) was conducted with the air supply on and heater off, i.e., without heating, until 

the column was completely dry to observe purely evaporative cooling. Experiments #2 and #3 (Table 5) 

were initiated by powering the resistive heater until the temperature at the first thermocouple (x = 0.125 

m) reached 250 ºC, (Fig. 2b). This creates an initial moisture and temperature gradient within the porous 

media. Then, air flux (ug), with an initial specific (𝑤𝑠𝑝𝑒𝑐,0) and relative (𝑤𝑟𝑒𝑙,0) humidity, was supplied at 

tg and the heater was switched off at th while the air was maintained. 

Table 5. Water evaporation experiments. 

Exp. # [-] Heater Air ug [m s-1] Sw [%] tg 
a

 [min] th
b

 [min] 

1 OFF (0 ≤ t ≤ tf) ON (0 ≤ t ≤ tf) 0.03 30 0 - 

2c ON (0 ≤ t ≤ th) ON (tg ≤ t ≤ tf) 0.05 30 70 78 

3c ON (0 ≤ t ≤ th) ON (tg ≤ t ≤ tf) 0.05 30 79 87 

a time that air flux is turned on; b time that heater is turned off; c base case 
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3. Results 

3.1.Experiments 

Figure 2 shows the three experiments described in Table 5. In Fig. 2a, a complex evaporative cooling 

temperature evolution is shown. Temperatures at all positions drop when air flow was turned on. This is 

characteristic of evaporative cooling, where air with low relative humidity removes moisture and 

consequently heat (endothermic process) from the porous medium. A temperature plateau was observed 

between 12-14 ºC, and temperatures stayed constant until approximately 500 min. This plateau will be 

explained in more detail in the following sections. Then, temperatures drop to approximately 5 ºC. After 

this stage, water was completely removed from the porous medium and temperatures rapidly returned to 

ambient conditions.  

Figure 2b shows the range for two repeats for the heating experiments (Exp. #2 and #3). The experiments 

start with the heater on and the air supply off. Temperatures increase until the water reaches a boiling 

plateau at 100 ºC. The first thermocouple at x = 0.125 m finished boiling at approximately 50 min, 

followed by a temperature rise, which indicates that region is dry. The positions above x = 0.125 m were 

still boiling when the air supply was turned on at approximately 75 min. Temperatures at 0.125 m start to 

rise due to convective heat transfer from the lower regions [39], while the temperatures at the upper 

regions drop to approximately 40 ºC and stayed relatively constant due to evaporative cooling. When those 

regions are completely dry, temperatures increase, following the same behaviour of the first thermocouple. 

The result is a heat wave with decreasing peak temperatures that propagates through the entire column 

after passing the boiling stage. Note that the heating period was very consistent, varying from 78 to 87 

min, since a target temperature (250 ºC) was used to end the heating period. This indicates that the 

experimental repeatability is relatively high. A more detailed explanation of the main processes taking 

place in Fig. 2 will be presented in the following sections.  
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Fig. 2. Experimental temperature evolution versus time for (a) Exp. #1 (without heating) and (b) Exp. #2 

and #3 (heating). The coloured shading in (b) encompass the range covered by two experimental repeats 

(Table 5). 

 

3.2. Base Case  

3.2.1. Model Calibration 

The model was calibrated to the mean behaviour of Exp. #2 and #3 (Table 5), simulating water evaporation 

during heating conditions. The heating experiments were chosen for the calibration because the heat input 

adds an additional degree of freedom that is temporally and spatially distributed.  

First, the model was tested using literature parameters, i.e., effective thermal properties as described in 

Eq. (18) and (19), effective diffusivity as shown in Eq. (3), and 𝑘𝑒𝑣𝑎𝑝 = 1 s-1. Figure 3 shows that the 

model can qualitatively reproduce the main features of Exp. #2 and #3.  

However, temperatures are shifted in time, which indicates that heat transfer  occurs at a slower rate when 

compared to experimental data. A preliminary analysis identified that the linear averaging used to generate 

the effective thermal properties (Eq. (18) and (19)) was the main reason for the poor quantitative 

agreement between experimental data and model-predicted temperatures. This suggests that the presence 

of water in the porous medium affects (𝑘)𝑒𝑓𝑓 and (𝜌𝐶𝑝)
𝑒𝑓𝑓

 in a way that linear averaging cannot capture.  
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Fig. 3. The coloured shading encompasses two experimental repeats (Exp. #2 and #3) and the solid lines 

describe average solid and gas model-predicted temperature versus time from 0.195 to 0.405 m with 

0.07 m intervals. 

 

Liquid water inside the porous medium creates a “thermal bridge” effect, i.e., a path of least resistance 

affecting heat transfer differently [58]. Therefore, the effective properties were modified as a function of 

the sand and water thermal properties: 

(𝑘)𝑒𝑓𝑓 = (𝛿)((1 − 𝜙)(𝑘𝑠 + 𝑘𝑟𝑎𝑑) + (𝜙𝑆𝑤)𝑘𝑤) (23) 

(𝜌𝐶𝑝)
𝑒𝑓𝑓

= (𝛾) ((1 − 𝜙)𝜌𝑠𝐶𝑝𝑠 + (𝜙𝑆𝑤)𝜌𝑤𝐶𝑝𝑤) (24) 

Two sensitivity constants,  𝛾 and 𝛿 , were introduced to analyse the sensitivity of liquid water on the 

effective properties. While 𝛾  and 𝛿  do not represent independent physical processes, they allow 

quantification of variability without needing to resolve what a stochastic effect is. 𝛾 and 𝛿 were varied 

from 0.6 to 1.8. Figures 4a,b reveal that a decrease in (𝜌𝐶𝑝)
𝑒𝑓𝑓

 to 𝛾 = 0.6 results in faster heat propagation 

due to an increase in the thermal diffusivity i.e., 𝛼 = (𝑘)𝑒𝑓𝑓 (𝜌𝐶𝑝)
𝑒𝑓𝑓

⁄  (Fig. 4c). Similar behaviour was 

observed when 𝑘𝑒𝑓𝑓 was increased (𝛿 = 1.8) (Fig. 4d,e). However, although 𝛼 was altered by the same 

magnitude (Fig. 4c and 4f), (𝜌𝐶𝑝)
𝑒𝑓𝑓

 was observed to have the highest impact on the temperature curves. 

This is because (𝜌𝐶𝑝)
𝑒𝑓𝑓

 represents the capacity of the medium to store and release energy, i.e., a low 

(𝜌𝐶𝑝)
𝑒𝑓𝑓

 indicates that energy is quickly released to the surroundings, resulting in high peak temperature 

and fast heat transfer propagation. Similar behaviour occurs with a high 𝑘𝑒𝑓𝑓, which conducts heat much 

faster, however, leading to more local heat losses (low peak temperature). In forced air conditions, heat 
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transfer is dominated by convection [39], decreasing the effects of 𝑘𝑒𝑓𝑓. Note that 𝛼 shows a relatively 

weak linear relationship for (𝜌𝐶𝑝)
𝑒𝑓𝑓

 (R2 = 0.91, Fig. 4c) and a strong linear relationship for 𝑘𝑒𝑓𝑓 (R2 = 

1, Fig. 4f). 

 

 

 

Fig. 4. Sensitivity analysis showing the model-predicted average temperature in (a,d) time and (b,e) 

space depicted at x = 0.16 m and t=43 min (position and time at which heater is on and air is off) for 𝛾 

and 𝛿. Thermal diffusivity (𝛼) for (c) 𝛾 and (d) 𝛿. 
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Moreover, a sensitivity analysis of 𝐷𝑒𝑓𝑓 and 𝑘𝑒𝑣𝑎𝑝 was conducted (Fig. 5). Previous studies suggest that 

𝐷𝑒𝑓𝑓 usually varies from 10-4 [49] to 10-5 m2/s [8, 42, 53], whereas 𝑘𝑒𝑣𝑎𝑝 is a process-dependent variable 

and it has a wide applicability range (𝑘𝑒𝑣𝑎𝑝 < 106 s-1 [11, 13]). The sensitivity analysis revealed that 𝐷𝑒𝑓𝑓 

affects the temperature plateau and the rate that temperature increases below 100 ºC (Fig. 5a,b). Large 

𝐷𝑒𝑓𝑓 values result in a slow temperature increase (lower condensation rates, see Section 3.3 for details) 

because water vapor is more likely to diffuse into the air rather than condense in the upper regions. In 

general, the influence of 𝐷𝑒𝑓𝑓  on the evaporation process is local and has higher effects during non-

convection conditions (i.e., before air injection), with a negligible impact on the forced air evaporation 

process. This observation is also supported by the constant thermal diffusivity 𝛼 in Fig. 5c.  

Figures 5d,e show that a high 𝑘𝑒𝑣𝑎𝑝 increases the evaporation rate, slightly changing the temperature 

plateau and rapidly decreasing the temperature around 80 min when air is turned on (further details Section 

3.3) since more energy is removed from the system due to endothermic evaporation. However, the overall 

impact of 𝑘𝑒𝑣𝑎𝑝 on the temperature is relatively small (constant 𝛼, Fig. 5f) and equilibrium mass transfer 

(i.e., negligible changes in temperature and evaporation/condensation rates) is reached for 𝑘𝑒𝑣𝑎𝑝 > 5 s-1.   

Therefore, based on this sensitivity analysis, four model parameters (𝛾, 𝛿, 𝐷𝑒𝑓𝑓, and 𝑘𝑒𝑣𝑎𝑝, Table 1) were 

calibrated mimicking the conditions of Exp. #2 and 3 (Table 5) and the results are presented in Fig. 6a, 

Section 3.2.2. Note that the calibrated value 𝛾 = 0.7 may result in a (𝜌𝐶𝑝)
𝑒𝑓𝑓

 less than the porosity-

averaged 𝜌𝐶𝑝 for sand alone. As indicated above, this is due to the effective approach to the thermal 

properties used through the calibration constants. The phenomena that are not described can include: i) 

unknown temperature effects on the 𝐶𝑝 for a water saturated porous medium, ii) unknown water effects 

on the effective thermal properties, iii) unknown changes in the system thermal diffusivity that are 

corrected by a lower 𝜌𝐶𝑝.  
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Fig. 5. Sensitivity analysis showing the model-predicted average temperature in (a,d) time and (b,e) 

space depicted at x = 0.16 m and t = 43 min for 𝐷𝑒𝑓𝑓 (m2 s-1) and 𝑘𝑒𝑣𝑎𝑝 (s-1). Thermal diffusivity 𝛼 for 

(c) 𝐷𝑒𝑓𝑓 (m2 s-1) and (d) 𝑘𝑒𝑣𝑎𝑝 (s-1). 

 

3.2.2. Evaporation and Condensation 

Figure 6a shows that the calibrated model well predicts experimental temperatures with average 8% 

difference. This difference is mostly found in the temperature curves preceding the temperature plateau 

and during cooling stage.. However, this is likely related to the simple approach used for the evaporation 
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rate, effective thermal properties, and effective diffusivity (see Section 3.2.1). Figure 6a shows that during 

the ‘heater on’ and ‘air off’ period, i.e., (0 ≤ t ≤ th) and (0 ≤ t < tg), a temperature plateau at 100 ºC is 

reached at 0.195 m. At 35 min, this plateau has a length of 12 cm (Fig. 6a) and can be explained by the 

occurrence of several simultaneous processes. The region near the heater (x = 0.10 m, see Fig. S4, 

Supplementary Material) is primarily affected by high temperatures. Thus, the rate of water evaporation 

is instantaneous, water saturation rapidly decreases because Pv << Psat  [11, 13] and the temperature 

plateau is absent. Similar behaviour was found during low water saturations [12, 15].  

Then, the water vapour produced during evaporation, moves to the upper regions (see increase in the 

vapour mass fraction in Fig. 5b and increase in ug during ‘air off’ period, Fig. 6c and Fig. 7b), and since 

Pv is slightly higher than Psat (Fig. 6d), vapour condenses in the cold regions above [15]. This water vapour 

condensation results in an increase in water saturation (e.g., x = 0.195 m, Fig. 6e and at 35 min in Fig. 7c), 

represented by a positive peak (Fig. 6f and Fig. 7d) in the evaporation rate, and relative humidity higher 

than 100% (Fig. 6g). Note that, the condensation region (e.g., positive peak in Fig. 7d at 35 min) is 

relatively large (~5 cm). Finally, vapour condensation releases heat into the porous medium, increasing 

the temperature at that region. The experimental temperature at x=0.195 m reaches the boiling plateau 

(100 ºC) at approximately 35 min and remains relatively constant until 70 min. The numerical temperature 

stabilizes at approximately 98.5 ºC (see details in Fig. S5, Supplementary Material). It is important to note 

that the numerical temperature ‘plateau’ is not actually representing boiling, because: i) Eq. (14) is based 

on a non-equilibrium approach, i.e., it cannot simulate boiling, which by definition represents a 

thermodynamic equilibrium (Pv = Psat) and ii) the vapour pressure is slightly higher than the water 

saturation pressure (Pv > Psat), which indicates that condensation takes place during the temperature 

plateau. This can be observed in Fig. 6e, where the water saturation slightly increases at the plateau. A 

zoom-in shows that the numerical temperature is slightly increasing between 35-70 min, but at a very slow 

rate. To explain this behaviour, the regions below x=0.195 m will be used as an example (details in Fig. 

S6, Supplementary Material). At x=0.145 m, evaporation is occurring and all the energy in the system is 

used to evaporate water via the heat of vaporization (ΔHvap), agreeing with [12]. Therefore, there is no 

energy being propagated upwards, and the temperature at x=0.155 m slightly increases only due to the 

energy released by condensation. Evaporation is only activated at x=0.155 m when the region at x=145 m 

is completely dry. Then, temperature in that region increases above 100 ºC, energy is propagated upwards, 

activating evaporation at x=0.155 m. Similar behaviour was found in [12]. 

During the period of ‘heater off’ and ‘air on’, i.e., (th ≤ t ≤ tf) and (tg ≤ t < tf), a rapid temperature decrease 

is observed (Fig. 6a) due to evaporative cooling. Water saturation decreases (i.e., liquid water becomes 



23 
 

vapour) due to a strong thermodynamic disequilibrium (Fig. 6e), caused by a decrease in the vapour 

pressure below the water saturation pressure, i.e., Pv < Psat, resulting in a large negative peak in the 

evaporation rate (Fig. 6f). Moreover, this causes a decrease in the vapour mass fraction (Fig. 6b), i.e., 

vapour is carried forward much faster and does not accumulate in that region. Note that, at 105 min, 

evaporative cooling (negative peak in Fig. 7d) is concentrated in a much thinner region (~1.5 cm) when 

compared to condensation. Relative humidity (wrel) increases and is higher than 100% (Fig. 6g), due to all 

the water that is evaporated and transferred to the gas phase as vapour. Later, it decreases because vapour 

moves upwards with the air and then returns to ambient relative humidity conditions since fresh air flows 

through a now ‘dry’ region. As a result, the total gas pressure decreases, and temperatures stabilize at 50-

60 ºC, agreeing with [15]. Evaporative cooling will be explained in detail in Section 3.3. 

Water vapour travels upwards condensing in the initially ‘dry layer’ of the column (x > 0.3 m). Figure 6e 

shows this phenomenon, where water saturation is originally zero in the ‘dry layer’ and then increases due 

to vapour condensation (positive peak in the evaporation rate, Fig. 6f). When the heat wave reaches that 

region, water evaporation occurs (decrease in water saturation, Fig. 6e), and is represented by a negative 

peak in the evaporation rate, Fig, 6f, with a decrease in the temperature curve at x = 0.405 m (Fig. 6a, 

~150 min) due to energy removal. Additional supporting data for this analysis is provided in the 

Supplementary Material. 
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Fig. 6. Solid lines describe (a) average solid and gas model-predicted temperature and (b-h) the model-

predicted variables versus time from 0.195 to 0.405 m with 0.07 m intervals. (a) The coloured shading 

encompasses two experimental repeats (Exp. #2 and #3).  
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Fig. 7. Solid lines describe the model-predicted variables versus column height (x) for base case at two 

depicted times: 35 min and 105 min. 

 

3.2.3. LTE vs LTNE  

A comparison of simulated results using LTE versus LTNE during water evaporation and condensation 

for base case (Exp. #2 and #3, Table 5) is presented in Fig. 8. Figure 8a shows that temperatures of the 

gas and solid phases are in LTE when air is not supplied as a result of the assumption of a high hsg (see 

Section 2.2). When air supply is turned on, LTNE between solid and gas phases via Eq. (22) is significant 

in the wet region, associated with an average temperature difference of 27% (Fig. 8b). Figure 7b also 

shows that in the dry region, the average temperature difference drops to 7%, which agrees with the values 

found in [39] for heated sand without water. This indicates that the presence of water alters the energy 

balance (see Section 3.3), resulting in LTNE between the solid and gas phases. Moreover, gas temperature 

is hotter than solid temperature due to i) water evaporation in the solid phase, which decreases its 

temperature (see sharp decrease between 80 min and 90 min) and ii) the addition of hot vapour into the 

gas phase, increasing its temperature. When LTE is assumed, i.e., Tg=Ts=T, Eqs. (16) and (17) are 

combined, and the result is an overestimation of the peak temperature and too rapid predicted temperature 

cooling.  
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Fig. 8. (a) Simulated solid (Ts) and gas (Tg) temperature in LTNE and simulated temperature (T) in LTE 

at x = 0.195 m for base case. (b) Maximum simulated Ts and Tg normalized by the maximum peak 

temperature (Tp) varying with column height (x). 

 

3.2.4. Global Energy Balance  

Figure 9 shows the global energy balance for the base case (Exp. #2 and #3, Table 5). When the air supply 

is off, the net energy rate (�̇�𝑛𝑒𝑡) is positive due to the constant energy rate supplied by the heater (�̇�𝑖𝑛) but 

decreases with time because of an increase in the lateral losses (�̇�𝑙𝑜𝑠𝑠) as the temperature of porous media 

increases (Fig. 9b). The energy rate for evaporation-condensation (�̇�𝑒𝑣𝑎𝑝) is negligible during this time-

period, since it is governed by a balance between energy absorbed by evaporation and released by 

condensation in the upper regions. Note that the energy rate at the outlet (�̇�𝑜𝑢𝑡) is also zero, which indicates 

that no energy is leaving at the outlet, i.e., water vapour created during evaporation is condensing upwards, 

resulting in a relatively constant mass loss (Fig. S7a). This results in a net energy (𝐸𝑛𝑒𝑡) increasing with 

time, due to the energy stored in the porous medium, Fig. 9c.  
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When the air supply is turned on, �̇�𝑒𝑣𝑎𝑝 abruptly drops to negative values due to evaporative cooling, 

followed by a decrease in �̇�𝑜𝑢𝑡, which indicates that water vapour is leaving the system (Fig. 9b and Fig. 

S7a). This is confirmed by a decrease in both 𝐸𝑛𝑒𝑡 (Fig. 9c) and mass loss. When �̇�𝑖𝑛 is turned off, �̇�𝑛𝑒𝑡 

decreases to negative values (Fig. 9c) dominated by �̇�𝑒𝑣𝑎𝑝, �̇�𝑙𝑜𝑠𝑠, and �̇�𝑜𝑢𝑡. At approximately 150 min, 

𝐸𝑛𝑒𝑡 reaches a plateau (Fig. 9c) due to vapour condensation in the dry region, and then decreases because 

of evaporative cooling (sharp decrease in temperature at x=0.405 m). Then, energy leaves the system by 

lateral losses via �̇�𝑙𝑜𝑠𝑠  (becoming less negative due to cooler temperatures) and by �̇�𝑜𝑢𝑡  (negatively 

increasing due to water leaving at the outlet) until ambient conditions. Further data that support this 

analysis is provided in the Supplementary Material. 

 

Fig. 9. (a) Base case model-predicted average gas and solid temperature, (b) Global energy rate for each 

component (Table 3, Eqs. (23-28)), and (c) Global net energy rate and global net energy versus time 

(Table 3, Eqs. (29) and (32)).  
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3.3. Evaporative Cooling  

3.3.1. No Heating 

An experiment with no heating is used to establish the capability of the calibrated model to reproduce the 

experimental results. Figure 10 shows a comparison between Exp. #1 (Table 5) and the model-predicted 

temperature under evaporative cooling conditions (Run #1, Table 4), i.e., evaporation is due to ambient 

air with low relative humidity flowing through the porous medium without heating. The parameters 

calibrated in Section 3.2.1 and shown in Table 1 were used here, i.e., no additional calibration was 

conducted. The model was able to qualitatively predict most of the experimental trends. A sensitivity 

analysis of the parameters calibrated in Section 3.2.1 was conducted to identify the possible reasons for 

the quantitative mismatch between experimental and numerical data (Fig. 11). The sensitivity revealed 

that at low temperatures, (𝑘)𝑒𝑓𝑓 has a higher effect on the temperature (Fig. 11b) than (𝜌𝐶𝑝)
𝑒𝑓𝑓

 (Fig. 

11b), contrary to high temperature heating experiments (Fig. 4). Moreover, changes in (𝑘)𝑒𝑓𝑓 vertically 

shifts the temperature plateau, which might be further evidence of the “thermal bridge” effect caused by 

water within the porous. Figure 11 also shows that lower 𝑘𝑒𝑣𝑎𝑝 values create a larger temperature plateau 

(Fig. 11c), similar to the experiment, which indicates that during evaporative cooling without heating 

water evaporation occurs at a slower rate than with heating. Finally, an increase in the relative humidity 

of air did not result in significant temperature decreases, as expected, due to minimal evaporation since 

the air is already saturated with moisture. Note that an analysis of the effective diffusivity indicated no 

effect on the temperature trends (not shown). 

Figure 12 shows that when air flow is turned on, evaporative cooling rapidly decreases the temperature 

along the entire system (Fig. 12a). This is confirmed by a slight decrease in water saturation (Fig. 12b), a 

negative peak in the evaporation rate (Fig. 12c), and a decrease in relative humidity (Fig. 12d), vapour 

mass fraction (Fig. 12e), and air flux (Fig. 12f) during the first 200 min. At this stage, Pv is lower than Psat 

(Fig. 12g) and the total pressure slightly decreases (Fig. 12h). Then, a temperature plateau is created (Fig. 

12a) because wrel is close to 1 and Pv approaches to Psat, but it is still slightly lower. Thus, evaporation 

slows down, and the temperature stabilizes for up to 100 min. When wrel < 1, water evaporation is re-

initiated, i.e., Sw decreases (Fig. 12b) and the evaporation rate peaks (Fig. 12c). Temperature in each 

specific location decreases until all the water is removed, and then returns to ambient conditions. 
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Fig. 10. Solid lines describe the model-predicted average gas and solid temperature versus time from 

0.195 to 0.405 m with 0.07 m intervals. The dashed lines represent Exp. #1.  

 

 

Fig. 11. Sensitivity analysis showing the model-predicted average sand and gas temperature for Exp. #1 

depicted at x = 0.265 m for 𝛿, 𝛾, 𝑘𝑒𝑣𝑎𝑝, and 𝑤𝑟𝑒𝑙. 
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Fig. 12. Model-predicted variables versus time for Exp. #1 from 0.195 to 0.405 m with 0.07 m intervals.  
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3.3.2. Heating 

Figure 13 shows evaporative cooling under heating conditions. Runs #2 and #3 (Table 4) will be used to 

explain this behaviour. In Run #2, the air flow and the heater are on from t = 0 min, while in Run #3, the 

heater was kept on and the air flow was kept off during the entire simulation (0 ≤ t ≤ tf). Run #2 shows a 

temperature ‘plateau’ around 50 ºC. This behaviour has been seen several times in the smouldering 

literature [59] during convective ignition. Evaporation occurs in the lower regions and the created vapour 

moves upwards and condenses in the upper regions, since Pv > Psat (Fig. 13b). However, condensation is 

not very significant, when compared to the “air off” case (Fig. S9e), since more vapour leaves the system 

in the gas phase. Consequently, Pv decreases to relatively low values. Less condensation results in less 

energy released into the system, increasing the temperature only up to 50 ºC. For Run #3 (“air off” case), 

the temperature increase is approximately 50% higher, i.e., 98.5 ºC (Fig. 13c), and evaporative cooling 

does not occur. In both cases, the temperature ‘plateau’ is formed because of all the energy available is 

used to evaporate water, as explained in Section 3.2.2. Further details are provided in Fig. S8 and S9 

(Supplementary Material). 

 

Fig. 13. Average sand and gas temperature, vapour pressure (Pv) and saturation pressure (Psat) for (a, 

b) Run #2 and (c, d) Run #3. 

 



32 
 

3.4.Sensitivity Analysis of ug, Sw, wrel 

A sensitivity analysis was conducted (Run #4-9, Table 4) to simulate changes in the experimental 

conditions, such as air flux (ug), water saturation (Sw) and air supply relative humidity (wrel), Fig. 14. The 

analysis revealed that an increase in ug does not affect the temperature plateau as expected since air is off. 

However, when air is on, convective heat transfer results in high peak temperatures and fast cooling (Fig. 

14a). In contrast, an increase in Sw increases the length of the temperature plateau (Fig. 14b) since it takes 

more time to evaporate water [38]. Moreover, the rate of temperature increase is much faster for high 

saturations because of water condensation (see Section 3.2.2). An increase in Sw also decreases the peak 

temperature because of more energy being removed from the system and not carried forward by the air 

flow. Finally, the sensitivity showed that wrel does not affect the temperature profiles (Fig. 14c), but there 

is less vapour going into the gas phase. Further details are presented in Fig. S10-S15, Supplementary 

Material. 
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Fig. 14. Model-average sand and gas temperature at x=0.195 m varying with air flux (ug), water 

saturation (Sw) and relative humidity of air supply (wrel). 
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4. Conclusions 

A numerical model was constructed to predict the transient and spatial resolution of the progression of 

one-dimensional evaporation and condensation fronts in a porous media partially saturated with water.  

The model included a comprehensive representation of transport processes in the gas phase as well as 

evaporation and condensation models. The model simplified the impact of water saturation on the thermal 

properties by means of effective properties obtained through a linear average of the sand and water 

properties weighted by the saturation. The comparison between the numerical and experimental results 

indicated that this linear average was insufficient to describe the complex heat transfer mechanisms 

between water and sand. The results showed that by introducing simple calibration constants, the model 

was able to accurately predict experimental results for a wide range of conditions independent of the tests 

used for calibration. Furthermore, the calibrated model allowed to understand and then was able to 

describe and characterize a multiplicity of additional physical processes. 

During heating and air-off conditions, a temperature plateau representing the phase-change process was 

accurately simulated, agreeing with the experiment. This temperature plateau was caused by condensation 

of water vapour transported from the regions near the heater. Therefore, there was no upward energy 

propagation due to conduction and radiation, since all the available energy was used to evaporate water 

near the heater. When evaporation was terminated and the region was dried, energy was transferred 

upwards by heat transfer mechanisms, and temperatures increased above 100 ºC. During heating and air-

on conditions, the model was also able to accurately predict evaporative cooling, resulting in a rapid 

temperature decrease until stabilizes at 50-60 ºC, agreeing with the experiment. This was caused because 

vapour was carried forward much faster by the forced air, resulting in lower condensation and 

consequently lower energy released.  

Local thermal non-equilibrium between solid and gas phases was significant in the wet region, creating 

an average of 27% temperature difference, whereas the average temperature difference in the initially dry 

region was 7%. This indicated that the energy balance was altered during water evaporation and 

condensation and local thermal non-equilium conditions need to be assummed. Finally, a sensitivity 

analysis revealed that an increase in the water saturation increases the length of the temperature plateau 

since it takes more time to evaporate water and decreases the peak temperature because of more energy 

removed from the system. This work provided unique conclusions about evaporative cooling and water 

evaporation and condensation in space and time and will be the basis for simulating such processes in 

complex systems such as smouldering combustion of wet fuels. 
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