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Abstract. In this paper, we propose a novel CBR-based approach for ship 

collision avoidance. After the introduction of the CBR-based decision-making 

support, we present two abstraction principles, selecting view points and 

describing granularity, to create collision avoidance cases from real-time 

navigation data. Several issues related case creation and CBR-based decision-

making support are discussed in details, including case presentation, case 

retrieval and case learning. Some experimental results show the usefulness and 

applicability of CBR-based approach for ship collision avoidance.  

Keywords: case-based reasoning; ship collision avoidance; case retrieval; case 

learning. 

1  Introduction 

Ship collision avoidance plays an important role in navigation safety. Many works 

[1,2,3,4,5,6] tried to apply rule-based reasoning or model-based reasoning techniques 

to solve this challenging problem. However, it is difficult to apply these research 

results to practical navigation system, since the exciting techniques cannot fully 

simulate the human ship-handling behavior and experience, which is the most 

important factor in ship-handling for collision avoidance. For instance, it is captains’ 
navigation experiences rather than theories that be available or usable for collision 

avoidance in many complicated encounter situations.  

  Case-based reasoning (CBR) is one of the reasoning paradigms and is a feasible 

and efficient way to the problems which are difficult to be solved in traditional 

methods such as model-based reasoning. A CBR-based system solves a new problem 

by retrieving a similar one from a case base. We believe that CBR is a solid solution 

for the collision avoidance problem [7, 8, 9, 10, 11, 12], because cases can well 

document human collision avoidance experiences. In this work, we propose a novel 

CBR-based approach for collision avoidance, focusing on case creation and CBR-

based decision-making support for collision avoidance. In our previous work [13,14], 

we have developed a tool for evaluating ship ship-handling procedures [13, 14] for 

collision avoidance in ship-handling simulator. The tool is able to evaluate the ship-

handling results by conducting a series of mathematical and logical analyses. Some 

good ship-handling results can be used for case creation. In this work, we integrate 

this tool into a CBR-based collision avoidance framework as a means for learning 

cases from ship-handling simulations.  

  In this paper, a framework of the CBR-based decision support for ship collision 

avoidance is first introduced in Section 2. Then, the primary principles for extracting 

information of cases from ship-handing data are discussed in Section 3. In Section 4, 



the case representation method with combination of object-oriented and frame 

characteristics, and a hierarchical indexing tree are discussed in detail. The nearest 

neighbor case retrieval method and the case learning method are presented in Section 

5 and 6, respectively. The experimental results are presented in Section 7 to 

demonstrate the feasibility and applicability of the proposed approach. Finally, the 

conclusions and future work are discussed in Section 8. 

2 CBR-Based Framework for Collision Avoidance  

In this section, we present the proposed CBR-based framework for ship collision 

avoidance. The framework shown as Fig.1 consists of three main process: problem 

generation, case retrieval and update, and case learning. The following is the brief 

description of each process. 

 

A. Problem Generation  

The problem generation process creates a problem description for collision avoidance 

from real-time navigation data. In this work, the ship-handling operation is simulated 

using a simulator. The navigation data from the simulator can be treated as real-time 

ship-handling data. These data include static information (such as ship type, ship 

length and sea gauge), dynamic information (such as course, speed and position), and 

navigation information (such as the relative course and speed, azimuth, distance, 

DCPA, TCPA, encounter situation and collision risk). Navigation information is 

derived from the real-time navigation data by using domain models which are stored 

in the domain model base in the form of procedures. All data are stored in the 

dynamic database in a given data format and can be used to form the current problem 

description as soon as the decision support model is activated. 
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Fig. 1 CBR-based decision support framework for ship collision avoidance 



B. Case Retrieval and Update 

The cases are stored in a case base with a given presentation format and an index 

structure.  Once a collision problem is defined from the problem generation process, 

a case retrieval algorithm is used to retrieve similar cases from the case base. The case 

with maximal similarity is selected as the proposed solution for the current collision 

problem. A pre-operation process is adopted to determine if the proposed solution is 

applicable for the current problem. If the pre-operation result is satisfying, no update 

is needed. Otherwise the proposed solution is updated for solving the current problem. 

 

C. Case Learning 

Case learning is an important process in the framework. The main task is to create 

cases from real-time ship-handling simulations. For real-time ship-handling data, we 

apply the developed evaluation tool to create cases by adding some remarks on the 

operation data, processing playback, and analyzing data. 

 

3  Case Abstraction Principles 

Ship collision avoidance is a dynamic process having a close relationship with the 

sea, the ship, the human, and the environment, and involving much information and 

changes during a period. A ship-handling procedure records ship operations over a 

long period. It contains all information related to ship navigation. When we create 

cases from a given resource such as ship-handling operation, we have to extract useful 

and necessary information. Therefore, we proposed two abstraction principles, 

selecting view points and describing granularity, in order to simplify and describe the 

collision avoidance procedures. Selecting view points transforms a dynamic process 

into a static scene. To describe this principle, we give the following definitions 

   Definition 1, Encounter Scene (ES): a well-defined data structure. It is used to 

record the environment information (EI), the basic information (BI) of each ship, the 

relative information (RI) between own ship and each target ship and the proposed 

actions (PA) at a given time point. That is: 

ES = < EI, BI, RI, PA >                      (1) 

  Definition 2, View Point (VP): during the ship collision avoidance, we label one 

of the encountering ships as the own ship (OS) and the others as target ships (TS). 

And then we select a time point T and record the encounter scene (ES) at this 

moment. VP is denoted as:  

 VP = < OS, TS, T, ES >                         (2) 

    Definition 3, Describing Granularity (DG): the precision of case description, 

which is decided by the case attribute number (AN) and attribute value type (VT). 

That is: 

DG = <AN, VT >                             (3) 

Where: VT may be a precise value (PV), a fuzzy value (FV) or a default value 

(DV).  When DV= {NULL}, the value of this attribute has nothing to do with case 

matching.  



    For a given VP, each type of information in ES is defined as an attribute in a 

case. The describing granularity is to determine the number and value type of the case 

attribute. DG impacts directly on storage space, retrieval time and applicability of a 

CBR-based system. In general, the bigger the DG, the smaller the storage spaced and 

the quicker the retrieving time, but the applicability may not be satisfied. As a result, 

we have to choose a trade-off DG value when we build a case base for a CBR-based 

application. 

4  Case Representation and Organization  

According to case abstraction principles above, we can represent the case by 

combining the characteristics of object-oriented methods and frame knowledge 

representation methods. Five kinds of attribute classes and their relationships are 

defined and shown in Fig. 2. 
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 Fig. 2 Case representation: classes and attributes 

    CF_ES is the class of ES with four sub-classes, CF_EI, CF_BI, CF_RI and 

CF_PA, which corresponds to the EI, BI, RI and PA defined in equation (2). Each 

class has some attributes in a frame representation format. Ako (N: M) is the 

abbreviation for a-kind-of and is used to describe the relationship between two classes. 

That means M objects of the super-class will have some relationships with N objects 

of the sub-class.  

The organization of a case base has an important impact on case retrieving 

efficiency. We create a hierarchical indexing tree for organizing the case base. The 

indexing tree is ordered with attributes in terms of their importance. These attributes 

are the number of encounter ships (Slot_TargetCount), visibility at sea 

(Slot_Visibility), two ship encounter situation (Slot_Situation) and water area 

condition (Slot_TrafficState). In a top-down way, the indexing tree shown in Fig. 3 is 

organized by decreasing importance and each node of the indexing tree corresponds 

to one of the attribute values. Since each case belongs to one of the nodes in the tree, 

such index facilitates case retrieval. 
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Fig. 3 The hierarchical indexing tree of a case base for collision avoidance 

5  Case Retrieval 

Given a description of a collision problem, we use a retrieval algorithm to retrieve the 

most similar cases from the case base that is indexed with a hierarchical indexing tree 

above. Our case retrieval algorithm is a Nearest-neighbor-based approach, which 

assesses the similarity between the stored cases and the problem description by a 

weighted sum of attributes.  We describe the algorithm as follows:  

   If ]1,0[i
ckV is defined as the similarity between a current problem c and a stored 

case k in the i
th

 attribute, i
cx and i

kx are the value for the i
th

 attribute in c and k 

respectively. With different value types, PV, FV or DV, there are four kinds of 

functions to calculate attribute similarity. 

 

1) Similarity between two precise values: for two precise values i
cx and i

kx , the equal 

or unequal judgement method is not adopted. Instead, a more flexible similarity 

function is introduced. 

i

i
k

i
ci

ck

xx
V




 0.1                              (4) 

     where: i  is a threshold for the i
th

 attribute.  

 

2) Similarity between a precise value and a fuzzy value: for two values 
i
cx and 

i
kx , if 

one is a precise value x, and the other is a fuzzy value with a fuzzy set U , then the 

fuzzy membership function  xU  is selected as the similarity function. 

            xV U
i

ck                                     (5)  

 



3) Similarity between two fuzzy values: for two fuzzy values i
cx and i

kx with two 

fuzzy set A and B, their approximate relation matrix can be calculated through 

equation (6) and (7). 

            BABAV i
ck  1                  (6) 

  where:  
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         CGA and CGB are the centre of gravity of A and B. 

 

4) Similarity between default value and non-default value: for two values i
cx  and i

kx , 

if one is the default value NULL, and the other is a non-default value, then similarity 

function will be the default value because default value NULL can be any value in the 

algorithm: 

            
0.1i

ckV
                                 (8) 

Finally, ckS , the similarity between a current problem c and a stored case k, can be 

obtained by equation (9) 
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 where:  1,0i  is the weight of the i
th

  attribute  and m is a total of         

         attributes in a given case. 

6  Case Learning 

Since ship navigation data can be collected from the ship-handling simulator, we 

could create or learn some cases for collision avoidance by analyzing these data. To 

this end, we applied the developed evaluation tool in our previous work [13][14] as a 

method for learning cases. By evaluating the ship-handing results, our case learning 

procedure shown in Fig. 4 consists mainly of three processes: 

   Automatic case creating: For the operation of collision avoidance with excellent 

results, a new case is created. To obtain the attribute values for the new case from the 

initial data, several steps are involved, including evaluating ship action time, action 

type and action size; extracting ship basic information (BI) and collision avoidance 

action (PA); calculating relative information (RI) between two ships; and determining 

the view point (VP). Using the obtained values, a new case is automatically created 

and added to the case base. 



Manual case revising: In learning cases, not all of the attribute values can always 

be obtained automatically from the initial data.  Some values such as the 

environment information (EI) and ship static data are not involved in the initial data. 

In such a situation, a manual case revision is necessary. Therefore, we developed a 

user interface to help input some information manually when necessary.  
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Fig. 4., The processes for learning cases from navigation data 

    

   Case base update: When adding a new case to a case base, we have to check the 

integrity and consistency. At the same time, the indexing tree needs to be updated 

automatically. The following is the description of the case base updating method. If 

we define },,,{ 21 McccC  as a case set where M is the total number of cases, 

define },,,{ 21 NaaaA   and },,,{ 21 LbbbB   as a set of case condition attributes 

and a set of case conclusion attributes, respectively, where N and L are the number of 

attributes. For a case Cci   ),,2,1( Mi  , 
ja

ix  and kb
ix  are the attribute values 

for attribute  Aa j   ),,2,1( Nj   and Bbk   ),,2,1( Lk  . We also define 


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1 as the condition similarity and conclusion similarity 

between case c and k, where i
ckV  can be obtained through equation (4), (5) or (6). 

 

    Definition 4, Identical Case: for two cases Cc 1 and Cc 2 , if there are 

A
AS 12 and B

BS 12 , where A and B  are two thresholds within [0,1.0] 

predefined based on domain knowledge, then c1 and c2 are regarded as identical cases. 

 

    Definition 5, Incompatible Case: for two cases Cc 1 and Cc 2 , if A
AS 12 , 

but Bbk    ),,2,1( Lk  with kb
x1 and kb

x2 having incompatible values, then 

1c and 2c are regarded as incompatible case. 

 

   Definition 6, Inclusive Case: for two identical cases Cc 1  and Cc 2 , if 

Aa j   with NULLx ja 1  while NULLx ja 2 , then 1c and 2c are regarded as an 

inclusive case, called that 1c  includes 2c or 2c is included in 1c . 

 



    Definition 7, Case Base Consistency: if neither an identical case nor an 

incompatible case exists in the case base, then the case base has consistency. 

 

    Definition 8, Case Base integrity: if no inclusive case exists in the case base, 

then the case base has integrality. 

 

    Based on these definitions of the integrity and consistency, we have 4 possible 

operations for updating a case base: (a) if there exists an identical case against the 

new case, then the new case will not to be added to the case base; (b) if there exists 

incompatible case against the new case, then one of them will be kept in the case 

base; (c) if there exists a case which includes the new case, then the new case will not 

to be added; (d) if there exists a case which is included in the new case, then the new 

case will be added and the other one should be deleted 

7  Experiments and Results 

We implemented a prototyping system for the proposed CBR-based approach in a 

VC
++

 platform. We conducted some experiments for validating the applicability of the 

approach. For validating the approach, we focused on case learning ability and 

decision-making support ability by retrieving the similar cases from the case base. We 

present some results in this section.       

  Fig 5 illustrates a case learning procedure from navigation data which is collected 

from a two-ship encounter simulation. Fig. 5(a) displays the collision avoidance 

procedures between two ships. Each ship is treated as an intelligent agent with 

 

(a) (b) (c) 
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Fig. 5 An example of case learning 

 



calculating, reasoning, learning and communicating abilities Ship_Agent1 has the 

initial course 180º and speed 10 kn. Ship_Agent2 has the initial course 0º and speed 

12 kn. The two ships are in a head on situation with certain collision risk. In order to 

avoid the collision risk, each ship takes an action: turn right (denoted as STDB in the 

case conclusion attribute). Ship_Agent1changes course to 200º, and Ship_Agent2 

changes course to 30°.  Fig. 5(b) shows the basic navigation data (latitude, longitude, 

course and speed) of these two ships, recorded in a file every 5 minutes. Using the 

recorded data, the evaluation tool can analyze their trajectories and obtain the 

necessary information for creating cases. Fig. 5(c) shows these evaluating results, 

which include the ship navigation trajectories, the variation curves of DCPA, TCPA 

and azimuth. After selecting Ship_Agent1 as an own ship and Ship_Agent2 as a target 

ship, the evaluation tool gives the remarks on the ship navigation in a form of grade. 

In this case, the total grade is 91.06252. Using the obtained information, the case 

learning algorithm creates a case for that collision avoidance procedure. Fig. 5(d) 

shows a case that has 27 attributes: 5 attributes for the case conclusion and 22 

attributes for the case condition. Using the interface, some attribute values can also be 

input, revised and recorded if necessary. Fig. 5(e) shows that the revised new case is 

stored in a temporal file. Fig. 5(f) demonstrates that the new case has been added into 

the case base and assigned to an ID number 5 in the indexing tree. 

  Fig. 6 is a case retrieval example. In this experiment, the system retrieved a similar 

case from the case base for a new collision problem. Fig. 6(a) is a new encounter 

situation, in which two ships are head on to each other. They are noted as 

Ship_Agent3 and Ship_Agent4. Ship_Agent3 has course 90º and speed 12 kn. 

Ship_Agent4 has course 270º and speed 10kn. In order to make decisions on collision 

avoidance, Ship_Agent3 is selected as an own ship and the current problem 

description is formed. Fig. 6(b) shows that a case is retrieved from a case base bin 

terms of the computed similarity. In this experiment, the case with ID 5 is retrieved 

since it has the maximal similarity 0.607186. Therefore, its solution (turn right 20º) is 

used as a proposed solution for the current problem. 

8 Conclusions and Future Work 

In this paper, we presented a CBR-based approach for ship collision avoidance. We 

discussed several important issues in the development of CBR-based collision 

avoidance systems, including case representation, case base indexing, case retrieval, 

and case learning. Using the developed prototyping system, we conducted some 

Fig. 6 An example of case retrieving    

 

(a) (b) 



experiments for validating the usefulness and applicability of the proposed approach. 

The experiments demonstrated that the system can provide an effective way for 

learning cases from the real-time ship-handling data automatically. The created case 

can be retrieved as a solution for a similar collision problem.   

  Although the experiment results showed the usefulness and applicability, we still 

have to conduct large-scale exclusive experiments for different navigation 

environments and more complicated encounter simulations in order to evaluate the 

approach effectively. Some work is on going; we will report the results in other paper.  

From the viewpoint of case learning ability, we have to develop a technique for 

learning cases from maritime affairs records which were/are collected in ship 

navigation over many years. These records reflect either instructive and successful 

case or edifying and failing cases. They are valuable resources to generate cases for 

CBR-based collision avoidance systems. Therefore, learning cases from maritime 

affaire records will be our future work.   
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