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Abstract—Modelling from reality using active optical geometric

sensing has been a very active research area in computer graphics

and vision for the last twenty years. While most elements of the

modelling pipeline have reached maturity and have been adopted

in several application sectors, several issues remain, particularly

in the modelling of large structures and environments, as well as

in the management of large, complex and detailed 3D models.

This paper describes some of these issues, and outlines some

of the solutions that we have proposed. These methods and ap-

proaches, as well as their current limitations, are described using

different example applications: a monument (the Erechtheion),

a painting (Mona Lisa), and a terrain model.

I. INTRODUCTION

Three-dimensional modelling from reality using active op-

tical geometric sensing has been an important focus of ac-

tivity in computer vision and computer graphics for the last

twenty years, and particularly in the last decade. Since early

demonstrations of the complete modelling pipeline (e.g. [1],

[2]), most of its components have reached sufficient maturity

for adoption in several application areas, particularly in those

concerned with the modelling of small and medium size static

objects, where several commercial solutions are now in wide

use. However several issues remain, ranging from performance

improvements to harder issues: challenging scenes due to

clutter or material properties, limited automation of certain

tasks, dynamic or deformable models, and of particular interest

in this paper, difficulties posed by large sites or structures,

complexity of surface details, and models with huge triangle

count and texture size. Constant improvements in sensing

and processor speed have meant that the huge models of a

few years ago have now become manageable; nevertheless

some applications continue to push the amount of data at a

faster rate than the expansion of the pipeline’s capacity. Given

that several processing elements in this pipeline exhibit non-

linear complexities, issues linked to scene or model size and

complexity remain the focus of active research.

This paper describes some of our work in addressing such

issues. First, we describe a recent site modelling project, where

questions of logistics, sensor selection and deployment, and

data validation had to be addressed. We then discuss our cur-

rent framework for integrating large amounts of photographic

data onto very large models, still a challenging element of the

modelling pipeline. We finally describe our solution for the

interactive visualization and analysis of huge 3D models.

II. SITE ACQUISITION: THE ERECHTHEION

A. Background

In 2007, as part of the project entitled “Development of

Geographic Information Systems at the Acropolis of Athens”

[3], members of our team worked on the acquisition and mod-

eling of the Erechtheion, a monument located on the Acropolis

next to the Parthenon. the Erechtheion was completed in 406

B.C.E., and underwent a restoration that ended in 1987. It is

a large and complex structure (about 20m×10m×5m) with

some walls up to 8m. On the north side, there is a large porch

with columns and on the south side, the famous ”Porch of the

Maidens” is composed of six draped female figures known as

the Caryatids. The capitals and entablature show small carved

decorations. The surface of the monument is also covered with

some graffiti, cuttings, as well as damage due to gunshots and

canonball impacts.

Our contribution to the project required the creation of a

richly detailed and accurate 3D model [4]. The goal was to

achieve resolution and visual quality of the rendered models

that could match what is perceptible by the human eye on a

site visit, preferably when at close range. Based on a planning

visit in the months preceding the actual scanning work, the

team determined the level of details needed for documentation,

restoration and visualization applications. The target for the

lateral data spacing of the 3D model was set at 5mm in most

parts and 1-2mm on the highly detailed areas. The required

local depth uncertainty and overall accuracy were estimated at

1mm and 10mm, respectively. To achieve such level of reso-

lution and accuracy, validation tests on different 3D imaging

systems were conducted at the 3D Imaging Metrology Lab-

oratory of the National Research Council of Canada (NRC).

Triangulation-based systems were ruled out because of the size

of the monument and intrinsic performance characteristics of

these systems [5]. Time-of-flight (TOF) laser-based technology

offers a better speed/accuracy compromise for large sites such

as the Erechtheion.

B. On-site acquisition

The size, setting, and the surface properties of the mon-

ument (Fig. 1) posed several challenges. The height of the

Erechtheion made coverage from ground level difficult on

the top portions of the structure. Obstructions and terrain

configuration caused delays and resulted in missed areas. Some



complex parts of the monument caused self-occlusions, and

impediments from plants or trees created holes in the coverage.

Deciding on the next best view was a time consuming step

that could only be tackled by proper planning before the

actual work: a preliminary photographic campaign helped

the team plan the locations for 3D scanning and calculate

the time necessary for the on-site work. Scanning took five

tightly scripted days, preceded by 10 full days of site logistics

planning.

To satisfy the target requirements of the project, the

Surphaser R© 25HSX TOF mid-range (i.e. less than 20m) phase-

shift based terrestrial laser scanner (TLS) was selected (see

Fig. 1). It can acquire surface data with a noise level of

0.25mm at about 5m range (standard deviation on a coop-

erative surface), and accuracy of less than 1mm (according

to the manufacturer’s specification sheet). The quoted laser

beam footprint could meet the target lateral data spacing. The

adequacy of the sensor with regard to the target requirements

was verified using artefacts with known dimensional charac-

teristics during off-site tests in our 3D Imaging Metrology Lab

[6], as well as by on-site work with calibration artefacts. A

long-range TOF pulsed TLS, the Leica HDS3000 R©, was used

as a complement. It provided the 3D data for missing areas

at the top of the structure by placing the scanner on higher

grounds and at 80-100 meters away from the monument.

Fig. 1. The Erechtheion with team members using the medium-range laser
scanner.

Some on-site stadia tests yielded a length error of the mid-

range TLS of less than 1mm (as per specification sheet). With

the long-range TLS, the observed errors were much less, i.e.

0.2mm, which is better than the manufacturer’s specifications.

The difference between the two TLS was apparent with the

local noise test on a small flat surface. The RMS fitting error

for the mid-range TLS was estimated at 0.3mm (as per tests

[6]) and with the long-range TLS, at 3.2mm. Figure 2 shows a

qualitative comparison between the mid-range TLS and long-

range TLS that illustrates the ability of the former to capture

small details at close range. The long-range TLS showed its

ability to acquire hard to reach areas from farther distances.

In total, more than 3.2 billion points were acquired.

C. Material interaction and data validation

Due to many restorations, the monument marbles varied in

age (from antiquity to very recent), surface finish and amount

of surface deposits. Previous studies with triangulation-based

scanners showed that laser spot scattering in marble crystals

causes an increase in noise while laser penetration causes

Fig. 2. Qualitative comparison of 3D data on a highly detailed surface
near a Caryatid. Top left: shaded view a raw 3D image acquired with the
mid-range TLS from about 5m. Top right: same rendering after filtering the
systematic waves present in the raw scan. Bottom left: shaded view of a raw
3D image acquired with the long-range TLS from about 10m. Bottom right:
for comparison purposes, same rendering after filtering the raw scans with a
short operator Gaussian-type filter.

systematic shifts: both vary with marble age, erosion, and

surface dirt and incrustations [7]. Actual estimated values were

obtained with on-site measurements. It was found that, with

the TOF-based TLS used here, an apparent systematic offset

of about 5-6mm occurred on marble, while the noise level

was not affected. The mechanism behind this phenomenon

is different from what we found with triangulation-based

systems. Empirical compensation techniques were applied in

order to reduce the impact of this systematic error on the

modelling pipeline. Work is underway to further study and

correct this effect.

D. Modelling

The scan data was assembled into a model using a combi-

nation of the Polyworks R©Modeler suite and in-house custom

software. The initial geometric registration was facilitated by

the use of targets. A triangular mesh model of 320 million

polygons was produced (Fig. 3). It was then transformed

into our multi-resolution representation, to be discussed in

Section IV, in order to facilitate interactive display as well as

manipulation and further processing in the pipeline. The next

section will outline the method for mapping the photographic

information.

III. PROCESSING: TEXTURE REGISTRATION

A. Context

Constructing large geometric models usually involves the

necessity of affixing a comparable, and sometimes larger,

amount of texture to the model. Thus, issues faced with the

processing of the geometric data also appear at this stage,

and often in a compound manner. The textures, especially



Fig. 3. Views of the Erechtheion model.

in the case of long distance scanning, are usually obtained

from 2D digital photographs, which need to be registered

and integrated with the 3D model. The problem of 2D/3D

registration can vary significantly between types of applica-

tions. If the 2D and 3D sensors are mutually attached in a

rigid configuration, we get a good initial pose and camera

calibration, but in other cases one must work only from an

unstructured set of photographs. We have recently proposed [8]

a framework applicable to most situations with minimal user

intervention, designed for the specific case of large geometric

models and huge texture quantities. It comprises an interactive

graphical user environment to rapidly produce a good initial

alignment/calibration and to validate results. It also provides

a set of automatic tools to iteratively refine an initial estimate

until sufficient accuracy is achieved. The implementation of

this framework was used for the texturing of the Erechtheion

model: difficulties arose not only from the quantity of data,

but from large depth differences within single images causing

important changes under pose rotation, strong cast shadows,

and significant differences in intensity, as seen in Fig. 4.

B. Supervised approach

The interactive registration process that leads to a first pose

and camera calibration goes as follows (some steps can be

skipped or repeated depending on the quality of the initial

alignment). First, the user aligns a semi-transparent version of

the 3D model with the image using mouse-based navigation.

The model is rendered using a a GPU shader that renders

the 3D model using the intrinsic lens parameters, including

distortion. A GPU implementation of the SIFT algorithm [9]

produces on demand a set of candidate matches between

the 3D model and the image rendered as positioned by the

user (Fig. 4). The user can then manually select pairs of

corresponding points in the SIFT set or select new pairs

using the interface to improve the alignment. At any time, a

new camera calibration based on the selected matches can be

recomputed on request. This is done by running a Levenberg-

Marquardt least-squares optimizer on the point pairs to pro-

duce a full intrinsic and extrinsic camera calibration or just a

new pose, depending on user selection. Projection errors for

the points are provided in conjunction with the new rendering

Fig. 4. Registering images on the Erechtheion model: Top: 2D image (triangle
SIFT points). Middle: 3D rendering (round SIFT points). Bottom: typical
image difference for a small section after mouse (left), quick SIFT (middle),
and image based (right) phases.

for rapid evaluation. The user can finally run the automatic

alignment procedure at any point to attempt to refine the

current alignment or iterate in the interactive process.

The performance of all phases of the processing is not

affected by the size of the 3D model since they make use of

the same multi-resolution model representation [10] discussed

in Sect. IV. We use the intensity of the reflected laser beam

directly as the color for the rendered surface. In order to

make it easier to align the two images, this intensity value

is corrected according to the distance to the sensor and the

surface normal, assuming simple models of the photometric

properties of the sensor and of the surface reflectance. Figure

5 shows such a corrected intensity image for an overlapping

pair of scans in the Erechtheion dataset.

For the automatic phase of the alignment, we use a multi-

step hybrid 2D/3D procedure. The 2D part builds on the image

processing tools provided in the ITK [11] toolkit. For the 3D,

we re-use the Levenberg-Marquardt least-squares optimizer

used in the interactive phase to extract a calibration from a

given image alignment transformation. In the first step of the

process, the 3D model is rendered using the laser intensity.

The automated pipeline first determines a rigid alignment

between the 2D image and the rendering. A large sample



Fig. 5. Laser intensity in two merged 3D sensor viewpoints of the
Erechtheion, before (left) and after (right) correction.

set of correspondence points is taken at random between the

images, and a new calibration is computed from those points.

The image is re-rendered based on that calibration, and two

or more passes of that process are applied, but this time with

an affine 2D transform followed by a deformable transform.

Image comparison is done using an expectation maximization

variation [12] that combines good adaptability for comparison

of images of different modalities and a relatively linear search

space to avoid falling into local minima, an issue for this kind

of application when using this metric [13]. By rendering after

each step, we ensure that the rendered part of the 3D model

really corresponds to the part visible in the image, but also

compensates for limitations in the deformation model used by

the registration algorithm.

The 3D model will also contain errors which cannot be

compensated only by the camera pose and calibration. Errors

will vary depending on the sensor model and principle, but

also as a consequence of registration and integration errors

between different sensor viewpoints. Therefore, we add a final

deformation to the photograph after the last calibration phase

to account for spatial errors in the 3D model itself and for

residual image deformations not included in the calibration

model. Image data can then be texture-mapped onto the model

or sampled to produce color-per-vertex data [10].

The 3D model on which the data was applied is composed of

350 million polygons. For the first 200 photographs, alignment

followed the manual procedure, with mouse alignment being

sufficient to seed the automatic process in some cases, but

requiring selecting a few points to improve the initial pose in

others. A frequent case encountered with those images was that

the SIFT algorithm would select pairs that were concentrated

in too small an area of the image, and the user would need

to select one or two extra pairs to get a good calibration

before launching the automated process. Even in this more

difficult context, this approach did allow an expert operator

to accelerate the processing of data by at least an order of

magnitude. Figure 4 shows typical results for an image. Most

difficulties in alignment are caused by shadows and occlusions.

Work is still under way to improve the automated alignement

component and the integration of the photographs.

IV. VISUALIZATION: REAL-TIME DISPLAY AND ANALYSIS

A. Multi-resolution for large mesh models

As 3D models increase in size and improve in detail and

quality, there is a growing need for the development of more

advanced tools to visualize and analyze those datasets to be

able to access all the valuable knowledge they contain: data

must not only be displayable at various scales under various

representations without creating any misleading artefacts, but

it often needs to be transformed for visual and computational

analysis. In spite of the improvement in graphics performance

of off-the-shelf computers, the size of 3D models and their

associated texture continues to grow at a faster rate, thus

requiring advanced methods for manipulation and rendering

We have developed a general technique to interactively

display very large scanned surface datasets [10] that can easily

handle mesh models composed of hundreds of millions of

triangles and tens of gigabytes of texture data. The method

is an extension of view-dependent hierarchical levels of detail

(LOD), where we use geomorphing to ensure temporal and

spatial continuity between the different levels of detail and

across the entire model. This rendering technique combines

several important advantages. By using static pre-optimized

geometry units as the primitives for the view-dependent com-

putations, we strike a better balance between GPU and CPU

usage and can benefit from on-GPU geometry and texture

caching and from better use of the GPU vertex cache. We

also minimize the visual artefacts associated with the view-

dependent transformation of the displayed data through the use

of geomorphing between levels of the hierarchy and adjacent

patches. All the geomorphing being performed on the GPU,

CPU is only required to cull the coarse hierarchical level-of-

detail structure as with any scene graph, and to pre-fetch data

during navigation. The method is particularly well adapted

to models that contain massive amounts of associated image

texture, such as in the case of the Erechtheion. The pre-

processing can in these cases be optimized to adapt the created

hierarchical structure to minimize the amount and size of

texture units. Finally, one of the key aspects of this technique

is that, when the maximum level of resolution is reached,

we display the original data from the high-resolution model.

Further details are found in [10], [14].

B. Interactive analysis

Current GPUs provide significantly more control on the

image generation pipeline than their earlier counterparts. They

are also significantly more powerful and can perform much

more computations in real time. We already take advantage of

their power and flexibility to accelerate the multi-resolution

rendering. But one can also harness this additional power to

further process the rendered multi-resolution model by im-

plementing real-time transformations on the resulting images.

Careful design of these transformations can yield powerful yet

efficient analytical tools that naturally adapt to the rendering

resolution and exploit the full precision of the data.

A first example of this type of filters is a high-pass filter on

a grey coded representation of the depth from a chosen point

of view. Such a filter is useful to enhance local depth variations

in the models. This is achieved by first rendering the multi-

resolution model from the current chosen viewpoint, using the

same interpolation between levels of detail as described earlier



Fig. 6. From the top: Textured rendering of a dataset composed of 103
million LiDAR range samples and 6800 digital photographs. Another area of
the model rendered using interactive contour lines. Two bottom images: a third
area of the model first rendered using classic OpenGL shading with a raking
light source, then rendered using monochrome relative depth rendering.

when processing the vertices. The main difference is that the

target buffer is a single channel 32-bit float buffer. At the

end of the vertex processing stage, we pass the position of

the vertex in the observer’s reference frame as a full floating

point value to the rasterizer, so that we get a precise depth

value for each candidate fragment in the next stage, without

the non-linear resolution distribution of the depth buffer under

perspective transformation. The first pass yields a 32-bit depth

image of the 3D data from the chosen observer viewpoint. The

second step is to create a representation of the overall shape in

the form of a second float image obtained by convolving the

depth image with a large Gaussian blur kernel, implemented

on GPU [15] by filtering sequentially with a 1-D kernel along

both image axes, resulting in fewer texture fetches. In the

following step, we simply subtract the original image from

the filtered one in a new rendering pass. We now only need

to remap those small variations into color values for display.

A second useful transformation shows the usual contour

lines representation that is at the basis of 2D cartographic

representations of terrain data. Again, implementing it on

the GPU in a multi-resolution context comes with many

advantages, the most important one being that computations

are only performed at the visible resolution for every frame,

therefore at very low cost. A variation of this technique is the

color coding frequently used in scientific visualization where

the range of values is mapped onto a full color spectrum.

The terrain model in Fig. 6 was produced from data

gathered by TerraPoint Inc., using their proprietary airborne

ALMIS350 LiDAR system and a digital camera. It is com-

posed of 103 million data points and texture from 6800

photographs each at a resolution of 4 Mpixels. The resulting

model can be displayed interactively on high-end workstations

or portable computers, and various enhancement filters can

be applied. For example the hydrographic network is clearly

visible using the relative depth technique described above. The

contour lines are also an obvious representation for such a

dataset. The user can interactively manipulate the 3D model

as well as the parameters of the filters.

As part of the largest scientific examination ever conducted

on the Mona Lisa [16], we scanned and modelled the obverse

(front), reverse and sides of the wood panel. We used a

enhanced version [17] of NRC’s prototype high-resolution

polychromatic 3D laser scanner[18], which simultaneously

acquires 3D and color measurements for each sampled point.

The scans were assembled into a 333 million polygon color-

per-vertex model, with higher resolution (average sampling

of 60 µm) on the obverse surface. The 3D modeling of the

Mona Lisa aimed at documenting the state of the painting

and at providing complementary information for the analysis

of the pictorial layer, concerning both conservation issues

and indications relative to the painting technique. Specific

transformation techniques were required to enhance features

of interest, such as wood grain, or measure local variations

of the pictorial layer [19]. Figure 7 shows the 3D model with

some of the processing results of interest to conservators and

art historians.



Fig. 7. Aspects of the Mona Lisa: the global curvature of the wood panel from level curves; wood grain structure using the high-pass filter; pictorial layer
depth, and restored areas on the back of the panel.

V. CONCLUSION

Important research issues still arise in the acquisition,

processing and visualization of large, detailed and complex

3-D models. Our recent work has addressed some of them,

and this paper outlines solutions, as well as work in progress

on different components along the complete modelling and

visualization pipeline. Further work is under way in order to

characterize the performance and precision of the modelling

chain, as well as in increasing the level of automation of key

steps such as texture registration.
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