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Abstract. In this paper, we present a new algorithm, VNSOptClust, 
for automatic clustering. The VNSOptClust algorithm exploits the basic 
Variable Neighborhood Search metaheuristic to allow clustering solu-
tions to get out of local optimality with a poor value; it considers the 
statistic nature of data distribution to find an optimal solution with no 
dependency on the initial partition; it utilizes a cluster validity index as 
an objective function to obtain a compact and well-separated clustering 
result. As an application for unsupervised Anomaly Detection, our ex-
periments show that (i) VNSOptClust has obtained an average detection 
rate of 71.2% with an acceptably low false positive rate of 0.9%; (ii) VN-
SOptClust can detect the majority of unknown attacks from each attack 
category, especially, it can detect 84% of the DOS attacks. It appears 
that VNSOptClust is a promising clustering method in automatically 
detecting unknown intrusions. 

Key words: Unsupervised Learning; Automatic Partitional Clustering; 
Variable Neighborhood Search; Unsupervised Anomaly Detection. 

1 Introduction 

Network intrusion attacks pose a serious security threat in a network environ-
ment. A wide range of attacks include attempts to destabilize the whole network, 
to gain unauthorized access to file or privileges, and to prevent legitimate users 
from using a service [24]. The goals of Intrusion Detection Systems (IDSs) are 
to automatically detect intrusion attacks from the audit data, and to protect 
vulnerable network systems with cooperation of static defense mechanisms such 
as firewalls and software updates [22]. 
. Given the significance of the intrusion detection problems, a number of intru-
sion detection approaches have been proposed. However, traditional signature-
based IDSs suffer from the following drawbacks: first, known signature patterns 
have to be hand-coded into the systems; secondly, only known attacks that have 
characteristic signatures can be detected [20]. Data mining based IDSs [4], [5], 
[16], [19], [20] require precisely labeled data or purely normal data in order to 
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perform misuse detection or anomaly detection [24], [25]. In practice, neither 
precisely labeled data nor purely normal data is readily available. 

To solve the above problems, Portnoy et al. [24] proposed the concept of 
the unsupervised anomaly detection clustering. The proposed method takes a 
set of unlabeled data as input and the clustering is performed to separate in-
trusions and normal instances using a distance-based metric. Once the data is 
clustered, the normal instances form large clusters while anomalies appear in 
small clusters. The main advantage of this unsupervised anomaly detection clus-
tering algorithm is the ability to process unlabeled data and automatically detect 
unknown intrusions. 

In this paper, we present a new Variable Neighborhood Search (VNS) based 
clustering algorithm, VNSOptClust, for solving the unsupervised anomaly de-
tection problem. The VNSOptClust algorithm adopts the basic VNS principle to 
allow clustering solutions to get out of local optimality to reach a near-global op-
timum; it considers the statistical nature of data to find a near-globally optimal 
solution with no dependency on the initial partition status; it utilizes a cluster 
validity index as an objective function to obtain a compact, well-separated par-
tition. Based on the two assumptions' in [24], VNSOptClust can automatically 
detect intrusion attacks by clustering the unlabeled data and labeling the large 
clusters as normal and small clusters as abnormal, respectively. The simulation 
on the subsets of KDD-99 Cup dataset suggests that VNSOptClust is effective 
in distinguishing anomalies in the dataset from the normal ones. It has obtained 
an average detection rate of 71.2% with an acceptably low false positive rate of 
0.9%. In addition, VNSOptClust can detect the majority of unknown attacks 
from each attack category. Especially, it can detect 84% of the DOS attacks. 
Therefore, it appears that VNSOptClust is a promising clustering method in 
automatically detecting unknown intrusions. 

The remainder of the paper is organized as follows: In section 2, the related 
work in the cluster analysis is reviewed. We confine our discussion on the par-
titional clustering methods for unsupervised anomaly detection. In Section 3, 
the VNSOptClust algorithm is introduced in detail. In Section 4, experimental 
results are reported. Finally, the conclusion is drawn. 

2 Related Work in Cluster Analysis 

Clustering is a discipline aimed at automatically revealing and describing homo-
geneous groups or clusters in a dataset. The objective of clustering is that the 
objects within a group be siinilar to each other and different from the objects 
in other groups. In general, the clustering methods can be broadly classified 
into two categories: hierarchical clustering and partitional clustering. Hierarchi-
cal clustering methods build a tree structure for a nested sequence of partitions 

1 Two assumptions: First, the number of normal instances is overwhelmingly larger 
than the number of intrusions; second, the intrusive instances are qualitatively dif-
ferent from the normal ones. 
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whereas Partitional clustering methods produce a single partition. In this paper, 
we will confine our discussion on partitional clustering problems. 

The most popular partitional methods are K-means and its variants. K-means 
is an iterative hill-climbing algorithm and the solution obtained depends on the 
initial partition status (initial number of clusters with initial centroid seeds). In 
order to detect the optimal number of initial clusters, an expensive fine-tuning 
process is necessary. In addition, K-means is often stuck in a local optimum with 
a poor value and fails to converge to a global optimum. To tackle the shortcom-
ings of K-means, a number of clustering methods have been proposed [8], [11], 
[24]. The H-Means+ algorithm, an improved version of K-means, eliminates the 
farthest point that currently contributes most to the total Sum of Squared Errors 
to improve the clustering performance [11]. In [24], the authors proposed an al-
gorithm for automatic clustering. The algorithm uses a single-linkage clustering, 
which starts with an empty set of clusters and updates it iteratively. For each 
data instance, if its distance to the centroid of the selected cluster is less than 
predefined constant(Cluster Width) then this data instance is assigned to that 
cluster. Otherwise, a new cluster is created. However, Portnoy's algorithm still 
requires the proper values of to be predefined manually for each given dataset. 
To perform automatic clustering without predefining any constants, Guan et al. 
[8] introduced the Y-means algorithm. Y-means applies postprocessing strate-
gies to adjust the initial number of clusters so that the initial number of clusters 
and initial centroid seeds are not crucial to the clustering solutions. However, Y-
means still belongs to the category of local search heuristics. It often terminates 
at a local optimum with no guarantee convergence to a global optimum. 

To improve the convergence of the clustering performance, several metaheuristic-
based optimization methods have been introduced to solve the global optimiza-
tion problem. The philosophy of such metaheuristic methods is to efficiently ex-
plore the search space, to escape from local optima, and to find a near-optimal 
solution2. Among them, Simulated Annealing (SA) [26], Tabu Search (TS) [1], 
and Genetic Algorithms (GAs) [2], [9], [18], [22], [29] are the commonly-used 
methods in solving the global optimization problem. However, the main draw-
backs of such metaheuristic-based clustering algorithms are parameter selection 
and high computational complexity [32]. An ideal clustering algorithm should 
be able to automatically detect near-globally optimal clusters in reasonable time 
with no dependency on the initial number of clusters and the initial centroid 
seeds and no need of critical parameter selection. 

Variable Neighborhood Search (VNS) is a newly proposed metaheuristic 
method for solving combinatorial and global optimization problems [12]. The 
basic principle of VNS is to proceed to a systematic change of neighborhoods 
within a local search routine. In comparison with other metaheuristics, VNS has 
several advantages [14]: (i) In VNS, there are no critical parameters to be defined 

2 Since finding the exact global solutions of the clustering problem in a reasonable 
amount of computational time is an NP-hard problem [27], the goals of solving the 
global optimization problem are to allow clustering solutions to get out of local 
optima and to provide near-optimal solutions in reasonable time. 
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while retaining its efficiency and effectiveness. (ii) VNS can provide near-optimal 
solutions in moderate computing time. 

Inspired by the successful applications of VNS (e.g., Traveling Salesman 
Problem [13], p- median Problem [10], Minimum Sum-of-Squares Clustering 
Problem [11], Multi-source Weber Problem [6], [7], and Fuzzy Clustering Prob-
lem [3]), we have developed a VNS-based clustering algorithm, VNSOptClust, 
in automatically searching optimal clusters [31]. In this paper, we will apply 
VNSOptClust to solve the Unsupervised Anomaly Detection problem. 

3 The VNSOptClust Algorithm 

VNSOptClust is developed from the basic VNS principle [12]. The basic idea 
of VNSOptClust is to proceed to a systematic change of neighborhoods within 
a local search routine. The search is centered around the current best solution 
and explored increasingly distant neighborhoods until a better solution is found, 
and then jumped there. VNSOptClust is an optimization process controlled by a 
random perturbation routine, in which both descend to local optimal and escape 
from local optima are reached. In this way, VNSOptClust allows clustering solu-
tions to get out of local optima and converge to a near-global optimum. Moreover, 
VNSOptClust considers the statistical nature of data distribution, eliminating 
the effect of outliers in clustering procedures, and handling the appearance of 
empty clusters. Unlike traditional local search methods, VNSOptClust is not 
sensitive to the initial number of clusters and initial centroid seeds. The general 
steps of VNSOptClust can be described as follows: 

Step 1: Initialization 
(1) Assignment: Partition the normalized data instances j = 1, 2, ..., n, n is 
the total number of data instances in the dataset) into p(arbitrary initial number 
of clusters, p E [2, 3, ..., n])clusters. 
(2) Remove Empty Clusters: For each of p clusters, check for empty clusters. If 
there are, remove them. The resulting number of clusters is pi. 
(3) Splitting: For each cluster CZ, i = 1, 2, ...pi, identify outliers based on the 
splitting condition3 and replace them as centroids of new clusters. 
(4) Let PM and f.pt4 be the current incumbent partition and the current objec-
tive value for VNS heuristic search; choose stopping condition tmax (maximum 
running time for the VNS heuristic search) and a value for the parameter 
kmax (the maximum number of Neighborhoods to be searched). 

Step 2: Termination (Outer Loop) 
If the stopping condition is met, then stop. 

3 Splitting condition: please refer to Section of Splitting for details. 
4 The Objective function: We have employed Dunn's Index, the Davies-Bouldin Index, 

and Silhouette Validity Index respectively as an objective function and found the 
clustering results are irrespective with the index being used. 
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Step 3: First Neighborhood around current incumbent solution 
Set k =1, k is the current searching neighborhood. 

Step 4: Inner Loop 
If k > kmax or 2k > 1cl, where Icl is the number of clusters in the current solu-
tion, then return to Step 2 and stop. 

Step 5: Perturbation 
Randomly choose k pairs of clusters from the current solution , and then merge 
k pairs of clusters into k clusters; denote the so-obtained partition with Pk. 

Step 6: Local Search 
(1) Merging: With Pk as the initial solution, merge any two clusters in /7 1
based on the merging condition°. The resulting number of clusters is p2. 

(2) Assignment: Partition the normalized data instances into p2 clusters. 
(3) Denote the resulting partition and the objective value with Plf and fnew 

respectively. 

Step 7: Move or Not 
If fnew is better than topt, then recenter the search around the new solution PL: 
Set fopt = fne,,, and Pm Ph, and go to Step 3. Otherwise, set k = k+ 1 and 
go to Step 4. 

It should be noted that VNSOptClust does not require any critical parame-
ters to be defined. Since VNSOptClust can automatically detect optimal clusters 
with no dependency on the initial number of clusters [31], the value of the ini-
tial number of clusters is not sensitive to the clustering result. Parameters trnax 

kmax are defined based on the users' expectation of how much time and how far 
the VNS heuristic search performs. In our experiment, we used tmax = 2 seconds 
and kmax = 10. 

As observed, several strategies have been employed in VNSOptClust. VN-
SOptClust has taken into consideration the statistical nature of data distribution 
to identify and remove outliers to improve the clustering perforrnance; its effec-
tiveness has been implemented through the procedures of perturbation and local 
search. We therefore present those strategies in the remainder of the section. 

Splitting. The purpose of the splitting procedure is to identify outliers, to 
remove outliers from each cluster, and to replace them as centroids of new clus-
ters. As the Euclidean distance is used to measure the similarity between any 
two data points, outliers can be treated as data points that are far from the 
cluster centroid. VNSOptClust takes into consideration the statistical nature of 
data distribution and applies the Chebyshev's Theorem to determine the split-
ting threshold. 

5 Merging condition: please refer to Section of Local Search for details. 
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Chebyshev's Theorem 
For arty data distribution, at least (1 — 1/n2) of the observations of any set of 
data lies within n deviations of the mean, where n is greater than 1.1301 

By applying Chebyshev's Theorem, we observe that at least 94% of data ob-
jects lie within 4 standard deviations of the mean when n = 4. It can be assurned 
that, given majority of data objects (94%) lie within 4 standard deviations of 
the cluster centroid, the data objects that stay beyond the threshold 4o can 
be identified as outliers. Hence, we can define our splitting condition as follows: 
given the cluster centroid, if any data point within the cluster whose distance 
from the cluster centroid is greater than the threshold d = 4a, then this data 
point can be identified as an outlier. VNSOptClust removes the identified outlier 
from the cluster and replaces it as the centroid of a new cluster. The splitting 
procedure is repeated until no outliers exist. 

Perturbation. The objective of the perturbation stage in the VNS heuristic 
search is to provide a good start for the local search heuristic. To implement 
the diversification of the VNS heuristic search, the perturbation step randomly 
selects starting points from the increasingly distant neighborhoods of the current 
best solution. The process of changing neighborhoods with increasing cardinality 
in case of no improvements yields a progressive diversification. Perturbation is 
critical for the VNS heuristic search since choosing random starting points in 
the neighborhoods of the current best solution is likely to produce a solution 
that maintains some good features of the current best one. 

In VNSOptClust, the local search routine employs the idea of merging two 
closest clusters. To implement the diversification of the VNS heuristic search, 
the perturbation step in VNSOptClust randomly select a starting point from 
the neighborhoods of the current best solution by arbitrarily choosing k pairs 
of clusters (start with k = 1) and merging these k pairs of clusters into k single 
clusters. If there is no improvement in the VNS heuristic search, VNSOptClust 
generates a progressive diversification process, in which k is incremented while 
changing the neighborhoods, and a new perturbation step starts using a different 
neighborhood. 

Local Search. The random solution generated from the procedure of Pertur-
bation becomes the starting point of the local search. To address the issue of de-
pendency on the initial partition status, VNSOptClust applies the Chebyshev's 
Theorem in the cluster-merging step within the local search routine. Accord-
ing to Chebyshev's Theorem, we observe that when n = V2-, at least 50% of 
objects are within 1.414 standard deviations of the mean. Therefore, it can be 
assumed that, given two adjacent clusters, whose overlap is over the threshold 
d = 1.414(ai + a2 ) at least 50% of the data points from these two adjacent clus-
ters are similar to each other. We can say these two adjacent clusters are close 
enough to be merged. The merging procedure within the local search routine 
is to create a compact, well-separated partition. After the merging procedure, 
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VNSOptClust can perform the assignment step to assign data objects to these 
refined clusters. At the end of the Local Search process, a new partition and new 
objective value are obtained. The new solution is compared with the current best 
one and a decision whether to replace the current incumbent solution with the 
new solution is made during the Move-or-Not stage. 

4 Experimental Results 

As an application to intrusion detection, VNSOptClust is tested on subsets of 
the KDD Cup 1999 dataset [17]. We have compared VNSOptClust with one 
automatic, local search based clustering method (Y-means)6 [8] and one meta-
heuristic based clustering method (IDBGC)7 [22]. The strategy for this com-
parison study is to create the same experimental environment as mentioned in 
[22]. Five datasets are exacted from the KDD Cup 1999 dataset. The statistical 
distribution of attack categories in each dataset is detailed in Fig. 1. Both Y-
means and VNSOptClust are coded in Java, and tested on these five datasets. 
All experiments run on Dell-Intel (R) Pentium (R) M CPU 1.8GHz, 1.00GB of 
RAM. 

To evaluate the performance of the clustering algorithms, we are interested in 
two indicators: the Detection Rate (DR) and the False Positive Rate (FPR). DR 
is defined as the number of intrusion instances detected by the algorithm dividecl 
by the total number of intrusion instances present in the dataset, whereas FPR 
equals the number of normal instances incorrectly classified by the algorithm as 
intrusion divided by the number of normal instances in the dataset [24]. 

The comparative results of Y-means, VNSOptClust, and IDBGC are dis-
played in Table 1. VNSOptClust has achieved an average detection rate of 71.2% 
with a low false positive rate of 0.9%. As noted, the average FPR of VNSOpt-
Clust is a bit higher than that of IDBGC, but within an tolerably low value 
according to the definition in [24]. Hence, we can conclude that VNSOptClust 
is effective in unsupervised anomaly detection. 

The results in Table 2 suggest that under the condition of unsupervised 
anomaly detection, VNSOptClust is able to detect the majority of unknown 
attacks for each attack category. In particular, it can detect 84% of the DOS at-
tacks. Therefore, VNSOptClust is effective in automatically detecting unknown 
intrusion attacks. 

6 Y-means is a good representative of automatic local search based clustering method. 
In [8], it has been applied for intrusion detection. Its performance has been compared 
with H-means+, an improved version of K-means. It also has a better intrusion 
detection rate than Portnoy's algorithm [24]. 

7 In the literature, there are not many metaheuristic based clustering algorithms avail-
able for solving intrusion detection problems. The best solution of intrusion detection 
based metaheuristic algorithms is taken from [22]. 



8 Christa Wang and Nabil Belacel 

Da5 set 

Deaf sat 2 

Dam set 4 

Data set 5 

dos  
u2r  
r2f  

prcbs  

dos 
u2r 

r2.1 
prob., 

CCF 
,Zr 

2r 
r21 

prob• 

dos 
sax 

probt 

10 20 
# Samples 

30 

Fig. 1. Attack Distribution in Each Dataset 

40 

Table 1. Comparative Results of Y-means, VNSOptClust, and IDBGC 

Data set 
(%) 

Y-means VNSOptClust IDBGC 
DR FPR DR FPR DR FPR 

Dataset 1 64 2.0 63 0.4 68 0.8 
Dataset 2 55 2.1 81 1.9 33 0.2 
Dataset 3 56 1.7 79 0.6 74 0.4 
Dataset 4 59 2.2 72 1.0 44 0.3 
Dataset 5 52 1.8 64 0.2 79 0.4 

Average 57.2 1.96 71.2 0.9 59.6 0.4 

Table 2. Detection Percentage of Different Attack Categories 

Data set 

(%) 

DOS U2R R2L PROBE 
DR DR DR DR 

Dataset 1 80 70 55 33 
Dataset 2 78 80 78 90 
Dataset 3 95 67 67 71 
Dataset 4 87 72 69 50 
Dataset 5 80 50 73 36 

Average 84 68 68 56 
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5 Conclusion 

In this paper, we applied a VNS-based clustering algorithm, VNSOptClust, in 
solving the unsupervised anomaly detection problem. VNSOptClust adopts a 
VNS metaheuristic procedure to allow clustering solutions to get out of local op-
timality with a poor value; it considers the statistical nature of data distribution 
to find a near-optimal solution; it utilizes a cluster validity index as an objective 
function of the VNS heuristic search to obtain compact, well-separated clusters. 
Under the condition of unsupervised anomaly detection, VNSOptClust has ob-
tained an average detection rate of 71.2% with an acceptably low false positive 
rate of 0.9%, and is capable of detecting the majority of unknown attacks for 
each attack category. Therefore, VNSOptClust is a promising clustering method 
for unsupervised anomaly detection. 

Acknowledgement. This work was partially supported by NSERC discovery 
grants awarded to Dr. Nabil Belacel. 
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