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#### Abstract

Optical tomography is acknowledged as an economic and harmless probing technique for medical applications. Recent research tends to show that the use of long term photons, which have travelled a long time in the whole sample to be probed, carry more information in the image reconstruction process. Numerical simulations based on short-pulsed laser beam interaction with non-homogeneous matter are presented. The aim is to emphasize the effect of reflective boundary conditions since reflection enforces photons to stay for a longer period of time in the phantom. It is found that the quality of reconstruction is better when the boundaries are reflecting. Crown Copyright © 2006 Published by Elsevier Ltd. All rights reserved.
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## 1. Introduction

Among the new imaging modalities expected to be available in the future, optical tomography is one of the most promising although numerous difficulties still exist. The interest in optical tomography lies in the nature of the radiation. As the name indicates, visible or infrared radiation (non-ionizing) is used. Hence, equipment based on such technology is expected to be easy to handle, thus cheaper, while being harmless for the object to be probed. Low spatial resolution of this imaging method appears for media with high scattering properties, as in biological tissues, which make light propagation a diffuse process. The medium is said to be a low-pass filter.

In direct tomography, measured transmitted or/and reflected signals are processed in order to extract some information about the inside of a semi-transparent medium to which a laser beam has been applied. This may be the case when back-projection of the transmitted light is used along the collimated beam direction or when the apparent time-of-flight of photons is employed. In that sense, optical tomography may be compared to Xray computer tomography [1]. In a material with a high level of scattering, direct tomography is of limited use
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## Nomenclature

Only symbols that are either not available or different from those in the international nomenclature of thermal sciences are listed.
$D \quad$ Domain
$\partial D \quad$ Geometrical boundary
$F \quad$ Analytic filter
$S \quad$ Energy source term
$T \quad$ Time interval
$\xrightarrow{d} \quad$ Detector reading
$\vec{d} \quad$ Search direction
$\mathrm{d} \vec{r}_{\mathrm{b}} \quad$ Outgoing elementary surface
$\mathrm{d} \vec{r} \quad$ Elementary volume
$\vec{n} \quad$ Outgoing normal to surface
$\vec{r} \quad$ Position vector
$t_{\max } \quad$ End time
$t_{\text {travel }}$ Time to cross the medium

## Greek Letters

$\Delta \quad$ Variation
$\alpha \quad$ Descent step
$\varphi \quad$ Objective function
$\lambda \quad$ Lagrangian multiplier

## Superscripts

| M | Measurement |
| :--- | :--- |
| P | Prediction |
| $c$ | Collimated variable |
| $k$ | Reconstruction step |
| 0 | Reference value |
| $*$ | Non-dimensional variable |
| , | Incident direction |

## Subscripts

b Boundary
$i \quad$ Node
because photons do not travel along a straight line and the reconstruction is made non-linear, which prohibits the use of direct reconstruction methods such as the Radon transform. Devices such as time-gating techniques [2] and spatial filtering [3] have been developed to track the less scattered photons (the ones following as close as possible the collimated direction) but the high extinction precludes the probing of thick media. Other authors have made use of the apparent path of the photons due to the numerous scattering events through the time-of-flight of the transmitted maximum of a laser impulsion [4]. The knowledge of this path is expected to provide empirical correlations for quantification of the data but no imaging has been developed based on this method. Hence, it is unlikely that remote probing methods utilizing the collimated beam may be useful for imaging in highly scattering semi-transparent media, like in biomedical tissues. This is the reason why researchers have explored means of using the diffuse part of the signal, since, in a highly scattering (but low
absorbing) medium, diffuse light carries not only the most energetic part of the signal but also the most informative part as well. This is due to the long travel these photons accomplish within the medium. A mean of making use of all the information embedded in the diffuse signal is the inverse problem applied to reconstruction tomography. Reconstruction tomography aims at deriving quantitative images of the optical properties distribution ( $\sigma_{\mathrm{s}}$ and $\kappa$, respectively, the scattering and absorption coefficients, both in $\mathrm{m}^{-1}$ ) of an irradiated medium given some measurements acquired at the boundary [5]. Other properties may also be obtained [6,7]. They make use of a transport model [8-10]. The experimental set-up consists of light guided by optical fibres to the surface of the sample and detecting fibres to collect the emerging light from the boundaries. When applied in the time domain, several studies, e.g. [11,12], have shown that filtering the data in favour of the long-term diffuse photons helps improve the quality of the reconstruction, for the same reason mentioned above.

For authors' best knowledge, effects of boundary conditions on the quality of imaging have not been investigated. Some studies have been done by considering boundaries, [7,8,10], while others not, [13,14], in the case of inverse problem analysis and numerous studies have investigated boundary conditions for the diffusion approximation, see a comprehensive development in [15], but the effect on imaging has not been elucidated. For inverse reconstruction problems, it is worth noting that reflective boundary conditions are a way to enforce photons to stay longer within the sample and should have the same effects as long-term filtering while being applicable to steady-state [16] or frequency-domain techniques [17], where time filtering is not available. It is also likely to improve or speed-up the reconstruction process.

The aim of this study is thus to numerically investigate the effect of the reflection at boundaries on the quality of reconstruction imaging. The task is purely numerical and the algorithm is detailed in [18]. The development recalled here concerns the introduction of boundary conditions. The next section is dedicated to the presentation of the algorithm. The last section presents reconstructions as in [19] and the accuracy of the reconstruction is studied with respect to the new boundary conditions.

## 2. Model problem

### 2.1. Forward algorithm

To treat the full hyperbolic nature of light pulse propagation in a semi-transparent medium, the timedependent Boltzmann-type tRTE given below, [12,20], is retained with usual notations:

$$
\begin{equation*}
\frac{n}{c} \frac{\partial I}{\partial t}+\nabla \cdot(\vec{\Omega} \cdot I)+\left(\kappa+\sigma_{\mathrm{s}}\right) I=\frac{\sigma_{\mathrm{s}}}{4 \pi} \int_{4 \pi} \mathrm{~d} \Omega^{\prime} \Phi\left(\vec{\Omega}^{\prime}, \vec{\Omega}\right) I+\frac{\sigma_{\mathrm{s}}}{4 \pi} \Phi\left(\vec{\Omega}^{\mathrm{c}}, \vec{\Omega}\right) I^{\mathrm{c}} . \tag{1}
\end{equation*}
$$

The medium is non-emitting. $I^{\mathrm{c}}$ and $\vec{\Omega}^{\mathrm{c}}$ are described in the next section.

### 2.1.1. Collimated irradiation

Energy enters the system through incident pulse irradiation, which is semi-analytically integrated on its straight characteristic path $\vec{\Omega}^{\mathrm{c}}$. Energy lost by the beam is gained by the medium through absorption and injected in the field of induced radiation intensity through scattering. This is the role of the last term in Eq. (1). Bouguer-Beer-Lambert extinction law governs the collimated irradiation:

$$
\begin{equation*}
\frac{n}{c} \frac{\partial I^{\mathrm{c}}}{\partial t}+\nabla \cdot\left(\vec{\Omega}^{\mathrm{c}} \cdot I^{\mathrm{c}}\right)+\left(\kappa+\sigma_{\mathrm{s}}\right) I^{\mathrm{c}}=0 . \tag{2}
\end{equation*}
$$

Similar treatments of boundary emanating radiation have already been introduced for the homogeneous case, [21-23], to counter the ray effect.

### 2.1.2. Initial and boundary conditions

Initially, there is no light (or photons) in the medium before irradiation impingement. The reflectivity ( $\rho$ ) and transmitivity $(\tau)$ are obtained at the boundary according to the Fresnel-derived law presented below and
proposed in [9]:

$$
\begin{equation*}
\rho=\frac{\sin ^{2}\left(\theta_{1}-\theta_{2}\right)+\sin ^{2}\left(\theta_{1}+\theta_{2}\right)}{2 \cos \left(\theta_{1}\right)}, \quad \tau=1-\rho \cos \left(\theta_{1}\right) . \tag{3}
\end{equation*}
$$

$\theta_{1}$ is the angle with respect to the outgoing normal $\vec{n}$ of the impinging intensity from inside the sample. $\theta_{2}$ is the corresponding refracted angle, following Descartes' law (incident, refracted and reflected beams are all included in a plane containing the local normal $\vec{n}$ ):

$$
\begin{equation*}
n \sin \left(\theta_{1}\right)=\sin \left(\theta_{2}\right) \tag{4}
\end{equation*}
$$

The refractive index of the sample is $n$ while the one of air is considered as unity.
Detectors are considered to have a full hemispherical aperture, nevertheless only the angles of emergence ( $\tau>0$ ) contribute to the signal. The boundary quantity that is measurable (the exitance) is defined as

$$
\begin{equation*}
\mathrm{d}(I)=\int_{\cos \left(\vec{\Omega}_{1}, \vec{n}\right)>0} \mathrm{~d} \Omega_{1} \tau\left(\vec{\Omega}_{1}\right) I\left(\vec{\Omega}_{1}\right) \cos \left(\vec{\Omega}_{1}, \vec{n}\right)+\left.\tau\left(\vec{\Omega}_{1}^{\mathrm{c}}\right) I^{\mathrm{c}} \cos \left(\vec{\Omega}_{1}^{\mathrm{c}}, \vec{n}\right)\right|_{\cos \left(\vec{\Omega}_{1}^{\mathrm{c}}, \vec{n}\right)>0} \tag{5}
\end{equation*}
$$

### 2.2. Inversion methods

Reconstruction optical spectroscopy is currently known as a process which allows the recovery of the optical properties $\sigma_{\mathrm{s}}$ and $\kappa$ inside the irradiated medium, given some measurements acquired at the boundary. A forward model simulating light propagation in the medium for an initial guess of the optical properties is first used. The model employed here is the tRTE presented above with reflective boundary conditions. The predicted measurements at boundary surface are compared to the measured ones through an objective function (non-linear optimization). An inverse problem is then defined in order to line-minimize the objective function by finding its gradient in view of the numerous optical parameters distributed in the whole domain, leading to the reconstruction of the unknown optical properties distribution. The imaging contrast is directly given by one or several optical properties maps, helping find the information inside the object to be probed.

Hemispherical detector measurements predicted by the forward code presented above, Eq. (5), are compared to the actual ones collected at the medium surface through the objective square error function $\phi$ :

$$
\begin{equation*}
\phi=\frac{1}{2} \int_{T} \mathrm{~d} t \int_{\partial D} \mathrm{~d} \overrightarrow{\mathrm{r}}_{\mathrm{b}}\left(F\left(d^{\mathrm{P}}\right)-F\left(d^{\mathrm{M}}\right)\right)^{2}, \tag{6}
\end{equation*}
$$

where $\vec{r}_{\mathrm{b}}$ identifies the position on the boundary elementary surface $\mathrm{d} \vec{r}_{\mathrm{b}}, F$ is a function to filter the data, superscript P refers to the readings predicted by the forward model while M represents the measured ones. Symbol $\partial D$ designates the integration over the whole boundary (of domain $D$ ) positions where detectors are located. Summation over the time period $T$ is for the detector time dependent sampling of the temporal signature. The reconstruction process aims at minimizing the objective function $\phi$ (Eq. (6)) using the line minimization technique (Polak-Ribière non-linear conjugate gradient for this study). The required quantity is thus the gradient of the objective function in the optical parameters space ( $\kappa, \sigma_{\mathrm{s}}$ ). The determination of this quantity is the key of the inversion algorithm and may be obtained through an adjoint model [8].

Adjoint models are derived by considering that the objective function (Eq. (6)) must be minimized under some constraints given by the radiative transfer equations for both the collimated and induced radiation. Those derivations are detailed in [19] and are not repeated here. After some algebra, gradients are explicitly given by

$$
\begin{align*}
& \frac{\mathrm{d} \phi}{\mathrm{~d} \kappa}=\int_{T} \mathrm{~d} t \int_{4 \pi} \mathrm{~d} \Omega \lambda I+\int_{T} \mathrm{~d} t \lambda^{\mathrm{c}} I^{\mathrm{c}},  \tag{7}\\
& \frac{\mathrm{~d} \phi}{\mathrm{~d} \sigma_{\mathrm{s}}}=\int_{T} \mathrm{~d} t \int_{4 \pi} \mathrm{~d} \Omega\left\{\lambda I-\frac{\lambda}{4 \pi} \int_{4 \pi} \mathrm{~d} \Omega^{\prime} \Phi\left(\vec{\Omega}^{\prime}, \vec{\Omega}\right) I-\frac{\lambda}{4 \pi} \Phi\left(\vec{\Omega}^{\mathrm{c}}, \vec{\Omega}\right) I^{\mathrm{c}}\right\}+\int_{T} \mathrm{~d} t \lambda^{\mathrm{c}} I^{\mathrm{c}} \tag{8}
\end{align*}
$$

and the following relation must be satisfied by the adjoint operator $\lambda$ and $\lambda^{\mathrm{c}}$ to $I$ and $I^{\mathrm{c}}$, respectively:

$$
\begin{align*}
0= & \int_{T} \mathrm{~d} t \int_{\partial D} \mathrm{~d} \vec{r}_{\mathrm{b}}\left(F\left(d^{\mathrm{P}}\right)-F\left(d^{\mathrm{M}}\right)\right) F^{\prime}\left(\frac{\partial d^{\mathrm{P}}}{\partial I} \Delta I+\frac{\partial d^{\mathrm{P}}}{\partial I^{\mathrm{c}}} \Delta I^{\mathrm{c}}\right) \\
& +\int_{T} \mathrm{~d} t \int_{D} \mathrm{~d} \vec{r} \int_{4 \pi} \mathrm{~d} \Omega \lambda\{\frac{n}{c} \frac{\partial \Delta I}{\partial t}+\overbrace{\nabla \cdot(\vec{\Omega} \cdot \Delta I)}^{\mathrm{I}}+\left(\kappa+\sigma_{\mathrm{s}}\right) \Delta I \\
& \left.-\frac{\sigma_{\mathrm{s}}}{4 \pi} \int_{4 \pi} \mathrm{~d} \Omega^{\prime} \Phi\left(\vec{\Omega}^{\prime}, \vec{\Omega}\right) \Delta I-\frac{\sigma_{\mathrm{s}}}{4 \pi} \Phi\left(\vec{\Omega}^{\mathrm{c}}, \vec{\Omega}\right) \Delta I^{\mathrm{c}}\right\} \\
& +\int_{T} \mathrm{~d} t \int_{D^{\mathrm{c}}} \mathrm{~d} \vec{r}^{\mathrm{c}} \lambda^{\mathrm{c}}\left\{\frac{n}{c} \frac{\partial \Delta I^{\mathrm{c}}}{\partial t}+\nabla \cdot\left(\vec{\Omega} \cdot \Delta I^{\mathrm{c}}\right)+\left(\kappa+\sigma_{\mathrm{s}}\right) \Delta I^{\mathrm{c}}\right\} \tag{9}
\end{align*}
$$

Each term of Eq. (9) is transformed in order to derive the adjoint equation relative to the radiative transfer one, accounting to the boundary conditions:

$$
\begin{equation*}
I_{\cos (\vec{\Omega}, \vec{n})<0}=\int_{\cos \left(\vec{\Omega}^{\prime}, \vec{n}\right)>0} \mathrm{~d} \Omega^{\prime} \rho\left(\vec{\Omega}^{\prime}, \vec{\Omega}\right) I \cos \left(\vec{\Omega}^{\prime}, \vec{n}\right) . \tag{10}
\end{equation*}
$$

The adjoint derivation from Eq. (9) may be found in [19]. The particular interest here is the new reflective boundary conditions. Term (I) in Eq. (9) is thus recast into

$$
\begin{equation*}
\int_{T} \mathrm{~d} t \int_{D} \mathrm{~d} \vec{r} \int_{4 \pi} \mathrm{~d} \Omega \lambda \nabla \cdot(\vec{\Omega} \cdot \Delta I)=\overbrace{\int_{T} \mathrm{~d} t \int_{\partial D} \mathrm{~d} \vec{r}_{\mathrm{b}} \int_{4 \pi} \mathrm{~d} \Omega \lambda \Delta I \cos (\vec{\Omega} \cdot \vec{n})}^{\mathrm{II}}-\int_{T} \mathrm{~d} t \int_{D} \mathrm{~d} \vec{r} \int_{4 \pi} \mathrm{~d} \Omega \Delta I \nabla \cdot(\vec{\Omega} \cdot \lambda) . \tag{11}
\end{equation*}
$$

Term (II) in Eq. (11) defines time-dependent boundary conditions for $\lambda$ when balancing the first term on the right hand side of Eq. (9), which gives the residuals of the objective function. By identification, boundary conditions for $\lambda$ are defined as follows:

$$
\begin{align*}
& \int_{T} \mathrm{~d} t \int_{\partial D} \mathrm{~d} \vec{r}_{\mathrm{b}}\left(F\left(d^{\mathrm{P}}\right)-F\left(d^{\mathrm{M}}\right)\right) F^{\prime} \int_{\cos (\vec{\Omega}, \vec{n})>0} \mathrm{~d} \Omega \tau \cos (\vec{\Omega}, \vec{n}) \Delta I \\
& \quad=-\int_{T} \mathrm{~d} t \int_{\partial D} \mathrm{~d} \vec{r}_{\mathrm{b}} \int_{\cos (\vec{\Omega}, \vec{n})>0} \mathrm{~d} \Omega \lambda \cos (\vec{\Omega}, \vec{n}) \Delta I-\int_{T} \mathrm{~d} t \int_{\partial D} \mathrm{~d} \vec{r}_{\mathrm{b}} \int_{\cos (\vec{\Omega}, \vec{n})<0} \mathrm{~d} \Omega \lambda \cos (\vec{\Omega}, \vec{n}) \Delta I . \tag{12}
\end{align*}
$$

The last term in Eq. (12) must be expressed using the boundary conditions expression Eq. (10):

$$
\begin{align*}
& \int_{T} \mathrm{~d} t \int_{\partial D} \mathrm{~d} \vec{r}_{\mathrm{b}} \int_{\cos (\vec{\Omega}, \vec{n})<0} \mathrm{~d} \Omega \lambda \cos (\vec{\Omega}, \vec{n}) \Delta I \\
& \quad=\int_{T} \mathrm{~d} t \int_{\partial D} \mathrm{~d} \vec{r}_{\mathrm{b}} \int_{\cos (\vec{\Omega}, \vec{n})<0} \mathrm{~d} \Omega \lambda \cos (\vec{\Omega}, \vec{n}) \int_{\cos \left(\vec{\Omega}^{\prime}, \vec{n}\right)>0} \mathrm{~d} \Omega^{\prime} \rho\left(\vec{\Omega}^{\prime}, \vec{\Omega}\right) \cos \left(\vec{\Omega}^{\prime}, \vec{n}\right) \Delta I \tag{13}
\end{align*}
$$

which can be re-written as

$$
\begin{equation*}
\int_{T} \mathrm{~d} t \int_{\partial D} \mathrm{~d} \vec{r}_{\mathrm{b}} \int_{\cos \left(\vec{\Omega}^{\prime}, \vec{n}\right)>0} \mathrm{~d} \Omega^{\prime} \Delta I \cos \left(\vec{\Omega}^{\prime}, \vec{n}\right) \int_{\cos (\vec{\Omega}, \vec{n})<0} \mathrm{~d} \Omega \rho\left(\vec{\Omega}^{\prime}, \vec{\Omega}\right) \cos (\vec{\Omega}, \vec{n}) \tag{14}
\end{equation*}
$$

Eq. (12) combined with Eq. (14) readily gives the boundary closure for term (II) in Eq. (11). Boundary conditions for $\lambda$ are in fact driven by the residuals of the transmitted readings obtained at the surface of the material and subject to the same laws of reflection as the intensity field.

The corresponding development for the collimated beam is straightforward. Adjoint equations to the radiative transfer ones for the collimated and in-scattered variables $I^{c}$ and $I$ are finally defined as

$$
\begin{align*}
& \frac{n}{c} \frac{\partial \lambda}{\partial t}-\nabla \cdot(\vec{\Omega} \cdot \lambda)+\left(\kappa+\sigma_{\mathrm{s}}\right) \lambda-\frac{\sigma_{\mathrm{s}}}{4 \pi} \int_{4 \pi} \mathrm{~d} \Omega^{\prime} \Phi\left(\vec{\Omega}, \vec{\Omega}^{\prime}\right) \lambda=0 \quad \text { on } D  \tag{15a}\\
& \frac{n}{c} \frac{\partial \lambda^{\mathrm{c}}}{\partial t}-\nabla \cdot\left(\vec{\Omega}^{\mathrm{c}} \cdot \lambda^{\mathrm{c}}\right)+\left(\kappa+\sigma_{\mathrm{s}}\right) \lambda^{\mathrm{c}}-\frac{\sigma_{\mathrm{s}}}{4 \pi} \int_{4 \pi} \mathrm{~d} \Omega \Phi\left(\vec{\Omega}^{\mathrm{c}}, \vec{\Omega}\right) \lambda=0 \quad \text { on } D^{\mathrm{c}} \tag{15b}
\end{align*}
$$

if reverse time from $t=t_{\max }$ to $t=0$ with $\lambda=\lambda^{\mathrm{c}}=0$ for $t=t_{\max }$ is used. Boundary conditions are:

- for the diffuse adjoint operator $\lambda$

$$
\begin{equation*}
\lambda\left(\vec{r}_{\mathrm{b}}, t, \vec{\Omega}\right)_{\cos (\vec{\Omega}, \vec{n})>0}=-\left(F\left(d^{\mathrm{P}}\right)-F\left(d^{\mathrm{M}}\right)\right) F^{\prime} \tau-\int_{\cos \left(\vec{\Omega}^{\prime}, \vec{n}\right)<0} \mathrm{~d} \Omega^{\prime} \lambda \rho\left(\vec{\Omega}, \vec{\Omega}^{\prime}\right) \cos \left(\vec{\Omega}^{\prime}, \vec{n}\right) \tag{16}
\end{equation*}
$$

- for the collimated adjoint operator $\lambda^{c}$

$$
\begin{equation*}
\lambda^{\mathrm{c}}\left(\vec{r}_{\mathrm{b}}^{\mathrm{c}}, t, \vec{\Omega}^{\mathrm{c}}\right)_{\cos \left(\vec{\Omega}^{\mathrm{c}}, \vec{n}\right)>0}=-\left(F\left(d^{\mathrm{P}}\right)-F\left(d^{\mathrm{M}}\right)\right) F^{\prime} \tau-\lambda^{\mathrm{c}} \rho\left(\vec{\Omega}^{\mathrm{c}},-\vec{\Omega}^{\mathrm{c}}\right) \cos \left(-\vec{\Omega}^{\mathrm{c}}, \vec{n}\right)_{<0} \tag{17}
\end{equation*}
$$

Once the gradient of the objective function has been determined with the help of an efficient method, a new update of the parameters to be reconstructed is computed following the generic formula:

$$
\begin{equation*}
\left(\kappa, \sigma_{\mathrm{s}}\right)^{k+1}=\left(\kappa, \sigma_{\mathrm{s}}\right)^{k}+\alpha^{k} \vec{d}^{k} \tag{18}
\end{equation*}
$$

$k$ gives the reconstruction iteration. $\vec{d}^{k}$ is the direction of the line-minimization process on the $\left(\kappa, \sigma_{\mathrm{s}}\right)-$ parameter space, provided by the Polack-Ribière method.

In the following, a method for optimizing the descent step size, $\alpha^{k}$, is proposed, with the help of a Taylor development of the objective function:

$$
\begin{align*}
\phi\left(\kappa+\Delta \kappa, \sigma_{\mathrm{s}}+\Delta \sigma_{\mathrm{s}}\right)= & \phi\left(\kappa, \sigma_{\mathrm{s}}\right)+\alpha^{k} \int_{T} \mathrm{~d} t \int_{\partial D} \mathrm{~d} \vec{r}_{\mathrm{b}}\left(F\left(d^{\mathrm{P}}\right)-F\left(d^{\mathrm{M}}\right)\right) F^{\prime} \Delta d^{\mathrm{P}} \\
& +\frac{1}{2} \alpha^{k^{2}} \int_{T} \mathrm{~d} t \int_{\partial D} \mathrm{~d} \vec{r}_{\mathrm{b}}\left(F^{\prime} \Delta d^{\mathrm{P}}\right)^{2} . \tag{19}
\end{align*}
$$

The quantities $\Delta \kappa, \Delta \sigma_{\mathrm{s}}$ are small variations of the optical parameters, $=\alpha^{k} \vec{d}^{k}$, while $\Delta d$ is obtained from a perturbation $\vec{d}^{k}$ of those parameters in the sensitivity equations - not shown here-with the same boundary conditions as the tRTE itself.
The descent step size, $\alpha^{k}$, is sought so that $\varphi\left(\kappa+\Delta \kappa, \sigma_{\mathrm{s}}+\Delta \sigma_{\mathrm{s}}\right)$ is minimized:

$$
\begin{equation*}
\frac{\mathrm{d} \phi\left(\kappa+\Delta \kappa, \sigma_{\mathrm{s}}+\Delta \sigma_{\mathrm{s}}\right)}{\mathrm{d} \alpha}=0 \Rightarrow \alpha^{k}=-\frac{\int_{T} \mathrm{~d} t \int_{\partial D} \mathrm{~d} \vec{r}_{\mathrm{b}}\left(F\left(d^{\mathrm{P}}\right)-F\left(d^{\mathrm{M}}\right)\right) F^{\prime}\left(\partial d^{\mathrm{P}} / \partial\left(\kappa, \sigma_{\mathrm{s}}\right)\right) \vec{d}^{k}}{\int_{T} \mathrm{~d} t \int_{\partial D} \mathrm{~d} \vec{r}_{\mathrm{b}}\left(F^{\prime} \Delta d^{\mathrm{P}}\right)^{2}} \tag{20}
\end{equation*}
$$

or

$$
\begin{equation*}
\alpha^{k}=-\frac{\vec{\nabla} \phi \cdot \vec{d}^{k}}{\int_{T} \mathrm{~d} t \int_{\partial D} \mathrm{~d} \vec{r}_{\mathrm{b}}\left(F^{\prime} \Delta d^{\mathrm{P}}\right)^{2}} \tag{21}
\end{equation*}
$$

This development has been inherited from inverse design problem methods in thermal transfer and material transformation [24]. The use of the sensitive equation to find an estimate of $\alpha^{k}$ is a good alternative to the Newton-Raphson method where the Hessian matrix is not obtainable, other than through costly finite differences.

## 3. Results and discussion

In this section, simulations are conducted in order to explore the effect of the boundary conditions on the emerging signal. The level of reflectivity, through the Fresnel laws, varies with the refractive index of the medium (the outside index is unity).

Direct 2-D simulations are first presented on a numerical phantom comparable to the one to be reconstructed, see Fig. 1(a). The blank circles indicate positions where the signal is collected. One is on the path of the collimated beam - position (1). The two others-positions (2) and (3)-are closer to the side of the material and expected to be reached by the light relatively later. Simulations have been conducted on a $25^{2}$ mesh with the $S_{8}$ quadrature set of a finite difference discrete ordinate method. A laser pulse of duration $n /(\beta c)$ is injected in the medium whose optical properties are: $\kappa=50 \mathrm{~m}^{-1}$ and $\sigma_{\mathrm{s}}=5000 \mathrm{~m}^{-1}$. Two inclusions are embedded, which represent, respectively, an increase and a decrease of $20 \%$ in the scattering coefficient with respect to the background value. The overall optical thickness is unity. Figs. 1(b), (c) and (d) show the signal with respect to time for two levels of refractive index $n=1,1.33$. The intensity of the laser pulse, $I^{\mathrm{o}}$, and the mean free path time in the reference medium, $n /(\beta c)$, are used to make the variables dimensionless.


Fig. 1. Temporal signal at detector position: (a) Phantom with location of detectors. (b) Signal from the detector in front of the laser beam (position 1). (c) Signal from the detector on the emergence frontier but not in straight transmission (position 2). (d) Signal from the detector on the side (position 3). Solid line: $n=1$. Dashed line: $n=1.33$.

Obviously, more reflection (corresponding to a larger refractive index $n$ ) significantly reduces the temporal decay of the signals. It leads to a late establishment of the asymptotic logarithmic regime (ALS), about 10 times the duration for the light to cross the medium ( $t_{\text {travel }}$ ), while only six times for $n=1$. The ellipses on the figure indicate an area where a subtle change in the slope occurs before reaching the ALS. Although hard to see on the figures, indirect effects have been observed by the authors: simulations with $n=1.44$ (not presented) have shown that the temporal signature significantly diverges from $n=1.33$ when entering the ALS in the ellipse area. Reconstructions (see below) have only been consistent when considering that the ALS for $n=$ 1.33 and 1.44 (not shown) effectively begins in the ellipse area. This observation provides the estimation of the duration of the simulations to make the reconstruction benefit from all the information present in the detector


Fig. 2. Inverse imaging: (a) Phantom to be retrieved ( $\kappa=50 \mathrm{~m}^{-1}$, background: $\sigma_{\mathrm{s}}=5000 \mathrm{~m}^{-1}$, top inclusion: $\sigma_{\mathrm{s}}=6000 \mathrm{~m}^{-1}$, bottom inclusion: $\sigma_{\mathrm{s}}=4000 \mathrm{~m}^{-1}$ ). (b) Scattering coefficient distribution reconstruction for $n=1$ after 10 iterations. (c) Scattering coefficient distribution reconstruction for $n=1.33$ after 10 iterations. (d) Pearson coefficient for the first 10 reconstruction iterations. Filled squares: $n=1$. Filled circles: $n=1.33$.
signatures. Therefore, the time span for the detector readings in the following computations will be 10 times the duration of the light travel across the medium.

For reconstruction attempts, eight laser shots have been sent around the sample whose surfaces are covered by 100 detectors, Fig. 2(a). Reference data are numerically provided. Fig. 2 summarizes the results. Obviously, the reconstruction obtained with reflective boundary conditions ( $n=1.33$ ) offers a better contrast after 10 iterations, Fig. 2(b) compared to Fig. 2(c), although this performance is somewhat damaged by regularization. The trends given by the Pearson coefficient $\left(\sum_{i}\left(\sigma_{\mathrm{s}_{i}}^{\mathrm{o}}-\bar{\sigma}_{\mathrm{s}}^{\mathrm{o}}\right)\left(\sigma_{\mathrm{s}_{i}}-\bar{\sigma}_{\mathrm{s}}\right) / \sqrt{\sum_{i}\left(\sigma_{\mathrm{s}_{i}}^{\mathrm{o}}-\bar{\sigma}_{\mathrm{s}}^{\mathrm{o}}\right)^{2}} / \sqrt{\sum_{i}\left(\sigma_{\mathrm{s}_{i}}-\bar{\sigma}_{\mathrm{s}}\right)^{2}}\right.$, where superscripts ' $o$ ' and ' - ' denote the known distribution and the mean value, respectively, and $i$ counts the scattering coefficients discretized on the uniform mesh), Fig. 2(d), are very interesting as they suggest that reflective boundary conditions not only improve the final image but also allow to reconstruct it in fewer iterations. Boundary reflection improves the chances of carrying more information for photons arriving at the detectors. These results indicate that reflecting boundary can be a good candidate to speed up the reconstruction.

Long-time photons filtering is not available in case of steady-state and frequency-domain optical tomography, two techniques expected to be cheaper and easier than time-domain optical tomography. Increasing the reflectivity at the boundary of the sample to be probed would be thus an interesting avenue to prolong the duration of the photons in the sample, bringing a lot of information. Developments are currently undertaken to explore these possibilities.
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