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Abstract – This paper describes the design and implementation of a 
testbed to measure the effectiveness of 3D travel interfaces for 

virtual environments. The goal of this application is to increase the 
efficiency of user testing by automating the data collection process. 
This can benefit HCI researchers involved in this field. 
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I. INTRODUCTION 

For a designer of virtual environment (VE) system, the 
selection of a good user interface is a key factor to determine 

its usability and thus maximize the possibility of success with 

the user community. 

Although methods for measuring the usability of systems 

in general are already available and are even standardized [1], 

no particular tool or method is currently available to 

instrument human performance in VE. As a result, each time 

someone wants to evaluate the effectiveness of a specific user 

interface for a VE system, an ad-hoc human performance 

measurement system has to be designed and implemented. 

Several tasks can be accomplished by using VE, but 

researchers identified four universal tasks that are common to 
most of the systems. These are: navigation, selection, 

manipulation and system control [2].  

Our work here focus on the travel task, which is the motor 

component of the navigation task, the cognitive component 

being way finding, also known as spatial orientation. The 

travel task is a key aspect of VE systems and designers must 

carefully design their systems to make sure that their travel 

interfaces are usable and allow the participants to easily and 

effectively accomplish their tasks. 

Although several studies have been conducted for 

immersive environments [3,4,5,6,7,8,9], to date, the selection 
of interaction techniques for VE applications has primarily 

been done on a casual basis without a careful evaluation of 

performance, engagement or presence [10,11]. The same as 

for other human-computer interfaces, several interaction 

techniques are possible for virtual travels, and their empirical 

evaluation is important to improve our understanding [3, 

12,13,14,15]. 

In order to facilitate the empirical evaluation of travel 

techniques, we developed a set of requirements for a travel 

interface testbed and implemented them as part of a VE 

viewer. 

This paper thus describes these requirements and the 

rationale behind, as well as the particular architecture used 

for the implementation of this software testbed. 

II. REQUIREMENTS ANALYSIS 

The empirical evaluation of travel techniques requires 

collecting information on the performance of participants 

while they carry out an experimental travel task. This 

information can then be recorded for later use for the measure 

and statistical analysis of participants’ performance in 
relation with several performance criteria. 

A. Time 

The information collected during an experiment must be 

associated with a precise moment. In that sense, time measure 

is essential to accurately record and evaluate the timeline of a 

participant’s actions and displacements. In addition to that, 

the moment of the recording should be indicated in the 

recorded data filename, in order to easily trace back the 

information for later post-processing phases. 

B. Avatar Position 

The position of the avatar in space in the virtual scene is 
another important datum for performance analysis. When 

combined with time data, this allows us to analyze not only 

the path followed in the virtual scene, but also the speed of 

motion at each point along that path, as well as the total 

distance traveled in the virtual scene. 

C. Viewpoint Orientation 

The viewpoint orientation is also needed to conduct a 

performance analysis. When combined with time data and 

avatar’s position, this allows us to reconstruct the visual path 

followed by a participant in the virtual scene. 

D. Cursor Position 

Recording the mouse cursor position on the display, along 

with the rest of the information described in this section will 

allow better observing and understanding of participant’s 

actions related to the mouse. 
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E. Other Inputs 

In order to complete the performance analysis, it is 

important to record the other inputs of the participants along 

with all the details relevant to the analysis. 

These inputs can be of different nature. Therefore, in 

certain cases, this information could allow to identify when in 

the experiment a participant pressed a mouse button, a key on 

the keyboard, or any other action, using another discrete input 

device. 
To recognize multiple inputs, we used a bitwise encoding, 

where each bit of an integer is associated with the state of a 

particular discrete input. By screening the collected data, we 

can then know the exact moment where an event occurred, as 

well as the avatar position, the viewpoint orientation, and the 

cursor position. 

F. Collisions 

The collision state of the participant’s avatar with the 

environment should be recorded at each frame. A collision is 

detected when the avatar is in contact with one or several 

objects and that the participant’s input leads the avatar to 
move towards them. 

Using this information, we can then analyze the total 

number of frames where there were collisions, the percentage 

of frames where there were collisions, or the number of 

collisions divided by the total traveled distance. 

G. Other Relevant Details 

In order to simplify the later analysis of the data, all the 

collected information should be formatted into a text file in a 

tabulated manner, in order to allow easy import into 

spreadsheets. 

Also, all the data should be organized in order to support 
empirical evaluation of participants (i.e. formal experiments 

with human subjects). Therefore, additional information 

should be provided to the system in order to further automate 

the data collection process. This information could include 

the number of practices and trials to do, as well as the 

instructions to the participants. 

H. Experimental Procedure 

Independently from the chosen experimental design 

(within-group or between-group), the experimental procedure 

follows several steps. 

First, for each experiment, several participants will test 

one or several different conditions (here the travel 
techniques), each requiring the completion of one or several 

tasks. 

Second, for each combination of condition and task, the 

participant will complete a testbed run consisting of a series 

of p practices (where p is an integer greater than or equal to 

zero), followed by t trials (where t is an integer greater than 

zero). 

Before each practice and each trial, a dialog box will 

appear on the screen to display the instructions to the 

participant. Once the participant acknowledges the 

understanding of these instructions by pressing the “OK” 

button or the Enter (or spacebar) key, the next practice or trial 

will begin. 

Each practice and trial is preceded by an audio countdown 

of three beeps separated by one second. This is done to help 

focus the participant’s attention on the task that will follow. 
Once a practice or trial is completed, all the collected data is 

recorded in a text result file on the computer. The data is 

tabulated to allow easy import by spreadsheet software for 

latter analysis. 

When the last trial ends, a dialog box containing 

instructions to indicate the end of the experiment for the 

current condition is displayed. If several conditions or tasks 

are to be tested, the experimenter can simply start another 

testbed run to be completed by launching another content file 

that describes the new experimental parameters. 

III. IMPLEMENTATION 

I. 3D Scene Viewer 

In order to implement the testbed, we chose to extend the 

capabilities of Demotride, a custom built 3D scene viewer 

that supports the VRML/X3D international standard formats 

for content files that describe the virtual scene and travel 

interface [16,17,18]. Apart from the ability to support new 

interaction techniques, one benefit of using this viewer is that 

it offers the possibility to control the maximum rotation speed 

when velocity control is used. This capability is crucial for 

the reproducibility of the experiments. 

Using the classical VRML encoding syntax, we 
implemented the ability to record experimental data in the 

form of a new node called “Experiment”. Since this 

capability is not included in the VRML/X3D standards, we 

added it to the viewer. 

J. 3.2 The “Experiment” Node 

The new “Experiment” node has the following syntax: 

 

practiceInstructions "" exposedfield SFString 

trialInstructions   "" exposedfield SFString 

finalInstructions   "" exposedfield SFString 

nbPractice   1 exposedfield SFInt32  

nbTrial   1 exposedfield SFInt32  

nextStep   eventIn  SFTime 

 

practiceInstructions: This field specifies the text to display 

in a dialog box before the beginning of a practice. The 

participant will have to press the “OK” button or the Enter (or 
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spacebar) key once the instructions are read, in order to 

proceed to the practice. 

 

trialInstructions: This field specifies the text to display in a 

dialog box before the beginning of a main trial. The 

participant will have to press the “OK” button or the Enter (or 

spacebar) key once the instructions are read, in order to 

proceed to the trials. 

 
finalInstructions: This field specifies the text to display in a 

dialog box at the end of the main trials. The participant will 

have to press the “OK” button or the Enter (or spacebar) key 

once the instructions are read, in order to complete the trials 

related to the current condition. 

 

nbPractice: This field specifies the number of practices that 

the participant will have to complete. 

 

nbTrial: This field allows to specify the number of trials that 

the participant will have to complete. 
 

nextStep: This eventIn indicates to the system that a 

particular trial or practice has been completed and that it 

should proceed to the next step, i.e. a practice, a trial or the 

end of trials. 

 

In a typical use, an object associated with a Collision node 

is located at the end of the travel path and when a collision 

occurs with the avatar, the collideTime event generated is 

routed to the nextStep eventIn of the Experiment node. 

The recording of the data in the result file is done only 
once the whole treatment is completed. The file name has the 

following syntax: 

 
[ContentFilename]_[T|P][number]_YYYY-MM-DD_hh-mm-ss.txt 

 

Depending whether the completed task was a trial or 

practice, the T or P letter is chosen respectively after the 

ContentFilename. For example, for a ContentFilename of 

C1.wrl, the result file recorded after the second trial could be: 

 

C1_T2_2008-03-19_10-04-12.txt 

 

The time representation has been chosen to be compatible 

with the international standard for numerical representation 
of times and dates [19]. This format allows easy 

chronological sorting in a computer folder. 

K. Structure of the result file 

The data collected during the empirical evaluation of a 

particular combination of task and condition, as well as for a 

particular participant and a particular practice or trial, is 

stored in a result file. This text file has several components as 

described hereafter. 

The data collected for each frame is stored on a single line 

of the text file with the different pieces of information 

separated by tabulations. 

These pieces of information correspond to those identified 

by the requirement analysis, i.e.: 

 

Time 

The timestamp indicating the moment where the data was 

collected, the time reference (t=0) being the start of a task.  
 

Avatar Position 

The absolute (x,y,z) position of the avatar’s center, at the 

level of the eyes. 

 

Viewpoint Orientation 

The absolute orientation of the viewpoint, expressed in 

quaternion coordinates (w,x,y,z). 

 

Cursor Position 

The absolute position of the cursor in the viewing window, 
expressed in pixel coordinates, starting from the upper-left 

corner. 

 

Other Inputs 

State of the different discrete inputs stored in a bitwise 

representation, for example, mouse button currents state 

(pressed or released). The use of a bitwise representation 

allows to represent and analyze multiple simultaneous inputs, 

by using bitwise operators. For example, a value of zero 

indicates that no input was happening at that particular 

moment, while a value of 1 indicates a left click of the 
mouse, a value of 2 indicates a right click and a value of 3 

indicates both a left and right click. 

 

Collisions 

The collision component is represented by a boolean 

value, equal to one if a collision is detected and zero 

otherwise. 

L. Post-Processing 

Once an experiment is completed, the data stored in the 

result files can be analyzed using spreadsheet software. By 

using script programming, spreadsheets can be used to extract 

all kind of information from this amount of detailed data. For 
example, it is possible to extract the total traveled distance by 

adding the distances that separates positions at each frame. 

Another possibility is to draw the traveled path. 

The high level information such as task completion time or 

total traveled distances can then be processed to achieve the 

desired statistical analysis, such as an analysis of variance, by 

using statistical tools. 
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IV. DISCUSSION 

This paper reports the result of our practical experience in 

the design and implementation of a testbed software for the 

empirical evaluation of 3D travel interfaces. 

We found that such a tool increases significantly the 

efficiency of the empirical analysis process given the large 

amount of data that is produced. This provides the ability to 

access not only the high level data, such as task completion 

time, but also finer degrees of detail when required. This is 
useful, for example, when one wants to draw the path 

followed by the participants in the virtual environment or to 

replay the travel.  

In practice, we used this tool successfully to assess the 

effectiveness of 3D travel techniques for virtual walkthroughs 

in desktop environments [20]. These preliminary results 

indicate that the testbed described here is well suited for this 

kind of empirical research. 

In order to extend further the automation of the data 

analysis, one possibility could be to record the collected data 

directly in a database file for later postprocessing. 
 

ACKNOWLEDGEMENT 

The author would like to thank Pascal Savard for his help 

in the development of the testbed software. 

REFERENCES 

[1] ISO/IEC, “Software engineering – Software product Quality 

Requirements and Evaluation, (SQuaRE) – Common Industry Format 

(CIF) for usability test reports”, International Standard ISO/IEC 

25062:2006, International Organization for Standardization, 2006. 

[2] D. A. Bowman, E. Kruijff, J. J. LaViola Jr., I. Poupyrev, “3D User 

Interfaces: Theory and Practice”. Pearsons Education, 2005. 

[3] D. R. Lampton, B. W. Knerr, S. L. Goldberg, J. P. Bliss, J. M. Moshell, 

B. S. Blau, “The Virtual Environment Performance Assessment Battery 

(VEPAB): Development and Evaluation”. Presence: Teleoperators and 

Virtual Environments, vol. 3, no.2, pp. 145-157, 1994. 

[4] D. A. Bowman, D. Koller, L. F. Hodges, “Travel in Immersive 

Environments: an Evaluation of Viewpoint Motion Techniques”. 

Proceedings of the ACM Symposium on Interactive 3D Graphics and 

Applications, 1997, pp. 45-52. 

[5] R. Ruddle, “Movement in Cluttered Virtual Environments”. Presence: 

Teleoperators and Virtual Environments, vol. 10, no. 5, pp. 511-524, 

October 2001. 

[6] M. Slater, M. Usoh, A. Steed, “Taking Steps: The Influence of a 

Walking Technique on Presence in Virtual Reality”. ACM Transactions 

on Computer-Human Interaction, vol. 2, no. 3, pp. 201-219, September 

1995. 

[7] E.A. Suma, S. Babu, L. F. Hodges, “Comparison of Travel Techniques 

in a Complex, Multi-Level 3D Environment”. Proceedings of the IEEE 

Symposium on 3D User Interfaces, 2007, pp. 147-153. 

[8] M. Usoh, K. Arthur,M. Whitton, A. Steed, M. Slater, F. Brooks, 

“Walking>Virtual Walking>Flying, in Virtual Environments”.  

Proceedings of SIGGRAPH’99, 1999, pp. 359-364. 

[9] M. Whitton, J. Cohn, J. Feasel, P. Zimmons, S. Razzague, S. Poulton, 

B. McLeod, F. Brooks, “Comparing VE Locomotion Interfaces”. 

Proceedings of IEEE Virtual Reality, 2005, pp. 123-130. 

[10] W. Barfield, K. M.Baird, O. J. Bjornseth, “Presence in Virtual 

Environments as a Function of Type of Input Device and Display 

Update Rate”. Displays, vol. 19, pp. 91-98, 1998. 

[11] S. B. Grissom, G. Perlman, “StEP(3D) : a standardized evaluation plan 

for three-dimensional interaction techniques”. International Journal of 

Human-Computer Studies, vol. 43, pp. 15-41, 1995. 

[12] J. Accot., S. Zhai, “Beyond Fitts’ Law: Models for Trajectory-Based 

HCI Tasks”. Proceedings of CHI’ 97, ACM Conference on Human 

Factors in Computing Systems, 1997, pp. 295-302. 

[13] D. A. Bowman, D. B. Johnson, L. F. Hodges, “Testbed Evaluation of 

Virtual Environment Interaction Techniques”. Presence: Teleoperators 

and Virtual Environments, vol. 10, no. 1, pp.75-95, 2001. 

[14] A. Newell, S. K. Card, “The Prospects for Psychological Science in 

Human-Computer Interaction”. Human-Computer Interaction, vol. 1, 

no. 3, pp. 209-242, 1985. 

[15] B. Fröhlich, J. Hochstrate, A. Kulik, A. Huckauf, “On 3D Input 

Devices”. IEEE Computer Graphics and Applications, vol. 26, no. 2, 

pp. 15-19, March/April 2006.  

[16] Demotride 3D viewer. [Online]. Available: http://www.demotride.net 

[17] ISO/IEC, “VRML97: The Virtual Modeling language”, International 

Standard ISO/IEC 14772-1:1997, International Organization for 

Standardization, 1997. 

[18] ISO/IEC, “Extensible 3D (X3D) Encodings – Part 2 Classic VRML 

enconding”, International Standard ISO/IEC 14776-2:2005, 

International Organization for Standardization, 2005. 

[19] ISO/IEC, “Data elements and interchange formats -- Information 

interchange -- Representation of dates and times”, International 

Standard ISO/IEC 8601:2004, International Organization for 

Standardization, 2004. 

[20] J.-F. Lapointe, P. Savard, “Comparison of Viewpoint Orientation 

Techniques for Desktop Virtual Walkthroughs”. Proceedings of the 

IEEE International Workshop on Haptic Audio Visual Environments 

and their Applications, 2007, pp. 33-37. 

 

601


