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a b s t r a c t

Diffuse interface (DI) tracking methods frequently adopt the double-well energy density function to

describe the free energy variation across an interface, leading to phase interpenetration and spontaneous

drop shrinkage when applied to immiscible two-phase systems. While the observed continuity losses can

be limited by constraints placed on the interfacial width and mobility parameter, the associated increase

in computational cost and mesh requirements has limited DI methods to 2D planar and axi-symmetric

flow.

Using the proposed temperature-variant simplified energy density function (TVSED), the effect of the

metastable thermodynamic region on phase continuity is examined using a reduced temperature param-

eter, TR. The solutions obtained by the proposed DI implementation and a volume-of-fluid (VOF) based

solver are discussed for two common benchmark simulations (collapse of a column of water, and droplet

deformation/relaxation in simple shear). While comparable solutions are obtained from the TR = 0 and

VOF simulations; the large metastable region of the more commonly used double-well function

(TR = 1) promoted inter-mixing in the bulk phases, diluting the inertia transferred between impacting flu-

ids and under-predicting deformation in shear. The fundamental mechanisms responsible for spontane-

ous drop shrinkage are eliminated at TR = 0, allowing for constraints on the interfacial width and mobility

to be relaxed. The comparable performance of TR = 0 and VOF simulations is a promising indication of the

potential for application to complex 3D flows at reduced mesh resolution relative to existing DI methods.

Crown Copyright � 2011 Published by Elsevier Ltd. All rights reserved.

1. Introduction

Over the last decade, the diffuse interface (DI) method for mul-

ti-phase computational fluid dynamics (CFD) has been applied suc-

cessfully to a variety of physical systems involving extensive

topological changes and length scales commensurate with the

thickness of the interface. Following the early stages of develop-

ment (refer to the review by Anderson et al. (1998)), applications

of the DI method have generally followed the works of Jacqmin

(1999) and Badalassi et al. (2003), with modifications made to

incorporate high density ratio fluids (Inamuro et al., 2004; Yuan

and Schaefer, 2006; Takada and Tomiyama, 2006; Ding et al.,

2007) and multi-component systems (Kim, 2007). Extensions of

the DI method to incompressible two-phase flow have provided in-

sight into a variety of flow phenomena, including the impact (Kha-

tavkar et al., 2007) and spreading (Ding et al., 2007) of droplets on

treated surfaces, and droplet breakup in micro-fluidic geometries

(De Menech, 2006). Despite the continued evolution of the DI

method, a number of inherent limitations exist due to the nature

of the Cahn–Hilliard dynamics governing interfacial transport:

spontaneous drop shrinkage and a perceived loss of continuity

(Yue et al., 2007), increased grid resolution requirements relative

to sharp-interface tracking methods, and limited applicability to

complex geometries and unstructured meshes due to spatial dis-

cretization requirements.

The interface between fluids in the DI method is described as a

finite region across which physical and thermodynamic properties

are resolved. Transport of this region is governed by the convective

Cahn–Hilliard equation (Cahn and Hilliard, 1958, 1959), where the

equilibrium profile of the order parameter used to delineate be-

tween phases is maintained through the minimization of free en-

ergy. Restorative diffusive fluxes are driven by gradients in the

chemical potential, which are governed by the function selected

to describe the bulk free energy density (Jacqmin, 1999). The dou-

ble-well function is commonly used for its numerical simplicity,

approximating the van der Waals Equation of State for highly-mis-

cible mixtures near the critical point. When the location of an

interface is visualized by a contour of the volume fraction (/

= 0.5), a gradual loss of continuity is observed. This perceived

continuity loss is caused by a combination of three mechanisms:
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energy exchange between the interface and bulk that results in

spontaneous drop shrinkage (Yue et al., 2007); initial conditioning

and curvature induced losses due to discrepancies between the

one-dimensional and actual equilibrium profile; and interfacial

smearing during advection (Jacqmin, 1999; Yue et al., 2004; Feng

et al., 2005). While global continuity of / is maintained, the loss

of continuity of the volume bounded by the / = 0.5 contour can

lead to the incorrect interpretation of results, poor resolution of

surface forces across an interface, variations in the physical proper-

ties of the bulk fluids as the phases interpenetrate, and the disap-

pearance of small droplets.

With a few exceptions discussed by Zhou et al. (2010), the mesh

resolution necessary to mitigate the aforementioned limitations

has led to the use of 2D planar or axisymmetric geometries in

the majority of reported literature. Nonetheless, many engineering

problems involve complex 3D geometries and multi-phase flow

where 2D and 3D dynamics differ significantly (viscous encapsula-

tion, spray formation, multi-phase micro-fluidic contactors). The

inherent ability of the DI method to regularize singular events such

as breakup, coalescence and moving contact lines has led to several

attempts at 3D implementation within a framework that is practi-

cal both in complexity and computational cost (Badalassi et al.,

2003; Jacqmin, 2004; Zhou et al., 2010). Each of these implementa-

tions has attempted to either minimize the number of cells across

the interface using high-order and spectral discretization, or mini-

mize the total mesh size through adaptive mesh refinement in the

vicinity of the interface. The first approach has limited application

in complex geometries, where the order of the spatial discretiza-

tion techniques used is limited on unstructured meshes. The sec-

ond approach requires additional cells across the interface to

accurately resolve free energy variations and surface force contri-

butions given the reduced order of the spatial discretization

schemes available on unstructured meshes common to adaptive

mesh refinement algorithms. Additional strategies have been sug-

gested to minimize the perceived continuity loss, including guide-

lines for selecting the mobility parameter governing the magnitude

of diffusive fluxes (Yue et al., 2007), and limiting the width of the

interfacial region (Jacqmin, 1999). While each of the reported ap-

proaches improved control over the extent of continuity loss with-

in a quiescent system, such approaches may require significant

mesh refinement. Additionally, such methods do not consider the

mechanisms responsible for continuity loss in convective flow.

Alternative energy functions for partially miscible or immiscible

fluids are available in previous literature, such as the double-obsta-

cle function (Langer et al., 1975; Oono and Puri, 1988) or equations

of state (Yuan and Schaefer, 2006; Takada and Tomiyama, 2006).

These functions typically have a larger spinodal thermodynamic

region and smaller metastable region, limiting the extent of phase

inter-mixing and improving the rate at which the equilibrium pro-

file of the order parameter is restored when deformed. Aside from

the limitations in applying an energy function for highly miscible

fluids to describe the interaction of two immiscible fluids, the in-

creased numerical complexity associated with the implementation

of alternative energy functions has resulted in the continued use of

the double-well function in most recent applications (Anderson

et al., 1998; Jacqmin, 1999; Badalassi et al., 2003; De Menech,

2006; Ding et al., 2007; Kim, 2007; Zhou et al., 2010). In order to

apply the DI approach to 3D simulations of fluid flow through com-

plex geometries, the mechanisms responsible for continuity loss

must be addressed without incurring excessive computational cost

through mesh refinement.

In this work, a temperature-variant simplified energy density

function (TVSED) is proposed for describing a range of simplified

energy density expressions transitioning from the double-well to

the double-obstacle function. Through the variation of a parameter

akin to the reduced temperature, the effects of the metastable

thermodynamic region and inter-phase miscibility on spontaneous

drop shrinkage and loss of continuity are explored. In order to

maintain a numerical complexity comparable to that of approaches

using the double-well function, a modified form of the Cahn–Hil-

liard equation is proposed in conjunction with a diffusive flux lim-

iting methodology, minimizing variations of the order parameter

that are beyond the bulk-phase values. The proposed method is

then applied to two-phase benchmark cases to compare the rela-

tive performance of the double-well function and an energy func-

tion with no metastable region.

2. Free energy theory for interface tracking

In the DI method, the equilibrium state of a binary mixture is

governed by the minimization of the Helmholtz free-energy, H[/

], defined using the Ginzburg–Landau functional as:

H½/� ¼
Z

V

k

e2
f ð/Þ þ e2

2
jr/j2

� �

dV ð2:1Þ

where k is the mixing energy density, e is the capillary width of the

interface, f(/) is the bulk free energy density, and 0.5e2|r/|2 is the

excess free energy due to the presence of an interface.

The thermodynamic properties of the bulk free energy has a

significant effect on the computational behavior of the interface:

controlling phase miscibility, separation dynamics and the extent

of inter-mixing between phases. Equations of state (EOS)-based

functions were originally used for their clear thermodynamic ba-

sis and the ability to vary inter-phase miscibility through a tem-

perature parameter (Yuan and Schaefer, 2006). However, they

are avoided in Eulerian interface tracking studies due to the

added complexity of implementation resulting from variable

minimum energy states and stability constraints on / (Takada

and Tomiyama, 2006). Instead, simplified expressions are gener-

ally used to approximate the free energy variation at specific

thermodynamic conditions.

The double-well function, shown in Eq. (2.2), is the simplest of

the non-singular expressions for f(/).

f ð/Þ ¼ 0:25/2ð1� /Þ2 ð2:2Þ

Originally developed as an approximation of the van der Waals

equation at near-critical conditions, it was adopted by a number

of interface tracking algorithms due to its numerical simplicity

(Anderson et al., 1998; Jacqmin, 1999; Badalassi et al., 2003; De

Menech, 2006; Ding et al., 2007; Kim, 2007). For the simple case

of a planar interface separating two phases, the one-dimensional

equilibrium profile can be derived from energy-minimization con-

siderations, and expressed as:

/ ¼ 0:5þ 0:5 tanh
x
ffiffiffi

2
p

e

� �

ð2:3Þ

where the capillary width and mixing energy density are defined as:

e ¼ w

2
ffiffiffi

2
p arctanhð1� 2uÞ ð2:4Þ

k ¼ 3

2
ffiffiffi

2
p er ð2:5Þ

In the above expressions, w is the thickness of the interface on the

computational domain, r is the surface tension, and u is the filter-

ing parameter governing the extent of the interfacial region (u 6 /

6 1 - u), commonly set at u = 0.05 for the double-well function.

Alternative energy density expressions for immiscible fluid sys-

tems have been proposed in the past, such as the double-obstacle

function for immiscible fluids (Langer et al., 1975; Oono and Puri,

1988).
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f ð/Þ ¼ 0:5/ð1� /Þ 0 < / < 1

1 /P 1; / 6 0

�

ð2:6Þ

Or the following function having square-root behavior in the bulk

phases:

f ð/Þ ¼ j/j3=2j1� /j3=2 ð2:7Þ

These expressions are typically avoided due to the additional

numerical complexity arising in the treatment of the bulk phases

(Jacqmin, 1999).

The double-well and double-obstacle functions represent two

extremes of thermodynamic behavior and phase miscibility. In

an effort to compare these functions on a common numerical

framework, a temperature-variant simplified energy density

(TVSED) function is proposed with thermodynamic properties

comparable to the van der Waals EOS.

f ð/Þ ¼ j/ð1� /Þj1þTR ð2:8Þ

As the reduced temperature parameter, TR, varies from TR = 1 at the

critical point to TR = 0 for immiscible fluids, f(/) transitions from the

double-well to the double-obstacle function within the 0 < / < 1 re-

gion. From free energy considerations, the one-dimensional equilib-

rium profile, capillary width and mixing energy density can be

derived and expressed as:

x ¼ e2TR�0:5ð1� 2/Þ2F1
1

2
;
1þ TR

2
;
3

2
; ð1� 2/Þ2

� �

ð2:9Þ

e ¼ w

2TRþ0:5ð1� 2uÞ2F1
1
2
; 1þTR

2
;
3
2

; ð1� 2uÞ2
h i ð2:10Þ

k ¼ re2TRþ0:5
2F1

1

2
;�ð1þ TRÞ

2
;
3

2
;1

� �� ��1

ð2:11Þ

where 2F1[a1, a2; b1; z] is the hypergeometric function:

2F1½a1; a2; b1; z� ¼ 1þ
X

1

k¼0

ck
ck
ck�1

¼ ðkþ a1Þðkþ a2Þ
ðkþ b1Þðkþ 1Þ z; c�1 ¼ 1

ð2:12Þ

A graphical comparison of the thermodynamic behavior of the

van der Waals, double-well, double-obstacle and TVSED functions

can be found in the accompanying electronic annex.

3. Equations of motion

3.1. Convective Cahn–Hilliard equation

The transport and reconstruction of the diffuse interface be-

tween two fluids, denoted A and B, is governed by the convective

Cahn–Hilliard equation (Cahn and Hilliard, 1958, 1959):

@/

@t
þr � ðu/Þ þr � ðCJÞ ¼ 0 ð3:1Þ

Similar to sharp interface methods, the volume fraction of phase

A is frequently applied as the order parameter delineating between

phases, /. The temporal evolution of / is dependent on convective

transport due to the divergence-free volume-averaged velocity, u,

and diffusive transport due to gradients in the chemical potential,

l = �dH[/]/d/. The magnitude of the diffusive term is controlled

by the mobility parameter, C, and the diffusive volumetric flux, J,

which is a function of the gradient of the chemical potential. The

non-dimensional form of Eq. (3.1) incorporates the mobility

parameter into a Péclet number, necessitating the selection of a

characteristic velocity. In this work, an alternative approach is pro-

posed for the TVSED to address the numerical instabilities that

arise in the treatment of the bulk phases for TR < 1.

When interfacial diffusion is dominant over bulk diffusion (Lan-

ger et al., 1975), the mobility is defined as a function of the order

parameter, C = CC|/ (1 � /)|, in which the critical mobility, CC,

governs the temporal stability of diffusive transport. Through an

analogy to convective transport, a diffusive Courant number, CC,

is proposed to determine a suitable value for CC given the charac-

teristic grid cell length and time step, Dx and Dt respectively.

CC ¼ Dtmax
1

Dx

CJ

/

� �

ð3:2Þ

The advantage of this approach becomes apparent for the non-

dimensional form of Eq. (3.1), where the time scale of diffusive

transport is no longer coupled to a characteristic velocity through

the Péclet number.

To determine the magnitude of CC and diffusive transport, the

diffusive flux is calculated from the gradient of the chemical

potential:

J ¼ �rl ¼ k

e2
ðe2rðr2

/Þ � f 00ð/Þr/Þ ð3:3Þ

The restorative diffusivity, f00(/), is determined from the second

derivative of f(/) with respect to /. For the TVSED, f00(/) has the fol-

lowing form:

f 00ð/Þ ¼ ð1þ TRÞfTR � ð4TR þ 2Þ½/ð1� /Þ�gj/ð1� /ÞjTR�1 ð3:4Þ

For values of TR < 1, f00(/) is numerically unstable in the bulk re-

gions where /(1 � /) = 0. This instability can be eliminated

through a combination and rearrangement of the diffusive flux

and mobility to obtain the following expression for CJ:

CJ ¼ CC

k

e2
pos½/ð1� /Þ�f½/ð1� /Þ�e2rðr2

/Þ � fð/Þr/g ð3:5Þ

In which pos[/(1 � /)] = 1 for /(1 - /)P 0 and zero for negative

values, and f(/) is defined as:

fð/Þ ¼ ð1þ TRÞðTR � ð4TR þ 2Þ½/ð1� /Þ�Þj/ð1� /ÞjTR ð3:6Þ

Incorporating Eq. (3.5) into the expression for CC and rearrang-

ing for the critical mobility at / = 0.5 yields:

CC ¼ CC

Dt

e2

2k
max

1

Dx

e2

4
rðr2

/Þ þ ð1þ TRÞ
22TRþ1

r/

� �� �� ��1

ð3:7Þ

Through the use of Eqs. (3.1), (3.5), and (3.7), the proposed

TVSED function can be implemented as a diffuse interface tracking

algorithm for which phase miscibility is varied to determine the ef-

fects on continuity. Note that similar to existing diffuse interface

approaches, the interface is visualized by a / = 0.5 contour.

3.2. Momentum equation

The incompressible Navier–Stokes equation and continuity

equation can be expressed for a two-phase mixture with variable

viscosity and density as:

q
@u

@t
þ qu �ru ¼ �rpþr � ðgðruþruTÞÞ þ FS þ qg ð3:8Þ

r � u ¼ 0 ð3:9Þ

where p and g are the pressure and acceleration due to gravity, FS is

the surface force, and q and g are the density and viscosity, defined

as a function of the order parameter and the bulk-phase values:

qð/Þ ¼ qA/þ qBð1� /Þ ð3:10Þ
gð/Þ ¼ gA/þ gBð1� /Þ ð3:11Þ

The continuous surface force formulation proposed by Kim

(2005) for the DI approach was originally considered, approximat-

ing FS as:
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FS ¼ �kr � r/

jr/j

� �

jr/jr/ ð3:12Þ

While validated extensively for the double-well function, the use of

Eq. (3.12) with the TVSED function is complicated by the increased

linearity of the equilibrium profile as TR ? 0. Consider the relative

magnitudes of |r/|r/ for an interface at TR = 1 and TR = 0. At

TR = 1, 92% of the surface forces are concentrated within the four

central cells of a 60cell interface. At TR = 0, |r/|r/ is more widely

distributed, and 5.2 cells are required to account for the same per-

centage of surface forces. The wider distribution leads to better esti-

mates of |r/|r/ using lower-order discretization schemes;

however, the surface force contributions extend closer to the center

of the radius of curvature, where the reduced tangential linearity of

/ causes an increase in error associated to the curvature approxi-

mation, r � (r//|r/|).

To improve the performance of Kim’s formulation at TR = 0, the

interfacial profile was linearized and an arbitrary energy function

applied for the calculation of |r/|r/. For the TR = 0 equilibrium

profile of / ¼ 0:5þ 0:5 sin min max
ffiffiffi

2
p

x=e;�p=2
	 


;p=2
	 
	 


, the

linearized order parameter was expressed as /0 = arcsin(2/ � 1).

In addition, an arbitrary energy function was applied through the

following surface force formulation:

FS ¼ �k0r � r/0

jr/0j

� �

jr/0jr/0½/ð1� /Þ�2n ð3:13Þ

where n governed the distribution of the surface forces and k0 is a

modified mixing energy:

k0 ¼ er
ffiffiffi

2
p

Z 1

0

½/ð1� /Þ�2n�0:5d/

� ��1

ð3:14Þ

Values of n = 0.5 and n = 0.75 approximate the traditional sur-

face force distributions at TR = 0 and TR = 1 respectively. Higher val-

ues of n centralize the surface forces, where nP 1.5 results in

greater than 99.9% of the surface forces being accounted for within

the u 6 / 6 1 � u region. A value of n = 1.75 (k0 ¼ 140er=
ffiffiffi

2
p

) was

found to yield favorable spurious current convergence rates and

pressure rise error with mesh refinement during the simulation

of a stagnant droplet (see accompanying electronic annex for com-

plete details). Based on these results, FS was approximated using

Eq. (3.12) for TR = 1 and Eq. (3.13), n = 1.75 for TR = 0.

4. Numerical procedure

Numerical simulations carried out using OpenFOAM�, an open-

source math-based solver for computational fluid dynamics on

unstructured meshes, employed a staggered grid approach with

scalar variables and fluxes defined at cell centers and cell faces

respectively. The time stepping procedure was based on a 4th or-

der explicit Runge–Kutta (ERK4) multi-step approach solving Eqs.

(3.1) and (3.8) consecutively with a flux-limiting correction step

to prevent over/under-shoots in /. A detailed outline of the numer-

ical approach can be found in the accompanying electronic annex.

Although the simulations in Section 5 are two-dimensional, Open-

FOAM only requires modification of the mesh to extend to three-

dimensions.

5. Results and discussion

5.1. Spontaneous shrinkage of quiescent droplets

When implemented with the double-well function, the DI

method is subject to spontaneous drop shrinkage, whereby the

Cahn–Hilliard dynamics reduces the total free energy in a system

through an exchange between interfacial and bulk energies (Yue

et al., 2007). As a result of this exchange, the interfacial position

of a droplet with initial radius, ro, shifts to a lower radius, r, until

the total free energy is minimized. Through the analysis of free en-

ergy variation with droplet radius, Yue et al. (2007) proposed an

expression for a critical initial radius, rC, for which a droplet with

ro < rC will eventually disappear:

rC �
ffiffiffi

6
p

8p
Ve

 !1=3

ð5:1Þ

Derived for the double-well function, rC is dependent on the volume

of the computational domain, V, and the capillary width, e = w/

4.164.

A similar analysis was completed for the TVSED function. For a

given droplet radius, the total free energy can be derived through

the integration of H[/] over the computational domain:

Hðr; TRÞ ¼ 2prrþ k

e2
j½1þ @/�ð1� ½1þ @/�ÞjTRþ1pr2
n

þj½@/�ð1� ½@/�ÞjTRþ1ðV � pr2Þ
o

ð5:2Þ

In this equation, @/ represents the shift in the bulk value of / and

can be expressed as:

@/ ¼ p r2o � r2
� �

V
ð5:3Þ

Neglecting @/ terms of order greater than two, the tempera-

ture-dependent total free energy can be simplified and approxi-

mated as:

Hðr; TRÞ � 2prrþ k

e2
pTRþ1

VTR
r2o � r2








TRþ1 ð5:4Þ

The surface tension, r, is obtained from Eq. (2.11). The critical ra-

dius corresponds to the value of r for which @H(r, TR)/ @r = 0 at the

inflection point of H(r, TR), determined to be ri ¼ ro=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2TR þ 1
p

for a

2D droplet through the solution of @2H(ri, TR)/ @r
2 = 0. Solving for

the critical radius at r = ri:

rc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2TR

p
ffiffiffi

2
p

ðTR þ 1Þ
1þ 2TR

4TR

V

p

� �TR

e2F1

1

2
;�ð1þ TRÞ

2
;
3

2
;1

� �

" # 1
2TRþ1

ð5:5Þ

The critical radius of a three-dimensional droplet can also be

derived, for which ri = ro(3TR + 1)�1/3:

rc ¼
ffiffiffi

2
p

ð1þ 3TRÞ
1
3

ð1þ TRÞ
1þ 3TR

TR

V

8p

� �TR

e2F1
1

2
;�ð1þ TRÞ

2
;
3

2
;1

� �

" #
1

3TRþ1

ð5:6Þ

The variation of H(r, TR) with TR for a droplet with initial radius

ro = 0.1 m, w = 0.04164 m, r = 0.05 N m�1 and V = 4 m3 is illus-

trated in Fig. 1. Under these conditions, the critical droplet radius

at TR = 1 is rC = 0.157 m. As expected, the droplet would vanish at

TR = 1 due to the absence of a minimum energy state at a radius

above the inflection point in H(r, TR). As TR decreases, a minimum

energy state is introduced above the inflection point in Fig. 1, lim-

iting the extent of drop shrinkage. At TR = 0, the initial and mini-

mum energy states converge, eliminating the mechanism

responsible for the spontaneous drop shrinkage phenomenon. This

result illustrates that the shrinkage phenomena greatly depends on

the choice of energy function rather than being an inherent charac-

teristic of Cahn–Hilliard dynamics.

780 A.A. Donaldson et al. / International Journal of Multiphase Flow 37 (2011) 777–787



5.2. Metastable thermodynamics and phase separation

As an interface tracking technique, the phase-field approach re-

lies on the competing mechanisms of diffusive transport to main-

tain the equilibrium profile for /. The separation dynamics

governing the reconstruction of an interface are dependent on

the thermodynamic regions of the energy density function. Rapid

phase separation occurs within the spinodal region while gradual

phase separation or mixing can occur in the metastable region.

A classic example illustrating the poor separation dynamics of

the double-well function involves the absorption of a smaller drop-

let by a larger adjacent droplet via transfer of / through the meta-

stable region. To examine this test case, two droplets with initial

radii of 12 and 24 cells were placed at (x, y) = (64, 32) and

(64, 84) respectively on a 128 � 128 computational domain with

/ = 0.05, w = 6 cells, CC = 0.001, Dt = 0.001 s and r = 1 N m�1.

Fig. 2 illustrates the initial, transient and final interfacial profiles

for simulations carried out at TR = 0 and TR = 1 until steady-state

solutions were obtained. As shown in Fig. 2, the smaller droplet

was gradually absorbed by the larger droplet at TR = 1. During the

droplet absorption, the two adjacent interfaces were connected

by a mixture within the metastable thermodynamic region, having

typical values of / less than 0.01. The total free energy of the sys-

tem was then minimized by a diffusive flux of / through this re-

gion, resulting in the gradual absorption of the smaller droplet.

In the case of TR = 0, this metastable mixture was absent, and the

two drops remain in their original condition throughout the

simulation.

These results illustrate the importance of the choice of energy

function for interface tracking applications, in which the formation

of metastable mixtures could have a significant impact on the

validity of the results obtained. The remainder of this discussion

focuses on comparing the solutions obtained using TR = 0 and

TR = 1 for a number of cases commonly used to validate interface

tracking capabilities, free surface flows and the interaction be-

tween surface forces and shear stress.

5.3. Interface tracking and phase continuity

Of the three mechanisms leading to continuity loss, previous lit-

erature has frequently considered only the initial relaxation of the

1D equilibrium profile and the spontaneous drop shrinkage phe-

nomena (Jacqmin, 1999; Yue et al., 2004; Feng et al., 2005). Phase

inter-mixing and continuity loss during convection was character-

ized as an extension of the dynamics governing spontaneous drop

shrinkage under quiescent conditions (Yue et al., 2007). To explore

the effect of the metastable region on phase inter-mixing, diagonal

convection simulations were carried out using the TVSED function

at TR = 0 and TR = 1.

A circular region with a 16-cell radius was initialized at the cen-

ter of a 128x128 cyclic computational domain using Eq. (2.10) with

/ = 0.05, w = 6 cells, CC = 0.001, Dt = 7.8125 � 10�6 s (convective

flow Courant number, CU = 0.001), and r = 1 N m�1. Applying a qui-

escent velocity field (u = v = 0 m s�1), the initial / profile was con-

ditioned through the solution of Eq. (2.1) until a steady-state

droplet radius was achieved. The projected area of the computa-

tional domain for which /P 0.5 was measured and compared to

that of the initialized case to determine the loss of continuity ob-

served. Fig. 3 and 4 show the continuity loss during conditioning

for TR = 0 and TR = 1 respectively. For both TR = 0 and TR = 1, a rapid

loss of continuity was observed during the first few time steps as

the one-dimensional equilibrium profile predicted by Eq. (2.10) re-

laxed to account for grid-dependent discretization error. This ini-

tial conditioning resulted in 0.175% and 0.488% continuity loss

for TR = 0 and TR = 1 respectively. A steady-state, relaxed solution

was obtained for TR = 0 by t = 1 s, with a minimal loss in continuity

Fig. 1. Temperature dependency of the radial variation in total free energy for a 2D

droplet with initial radius, ro = 0.1 m. w = 0.04164 m, r = 0.05 N m�1.

Fig. 2. Effect of TR on the non-physical adsorption of an adjacent droplet arising

from transport through the metastable region. Transient behavior and / profiles

obtained for simulation parameters: / = 0.05, w = 6 cells, CC = 0.001, Dt = 0.001 s

and r = 1 N m�1.

Fig. 3. Continuity loss of a circular region during relaxation and diagonal

convection at TR = 0. Other simulation parameters: 128 � 128 mesh, ro = 16 m, /

= 0.05, w = 6 m, CC = 0.001, CU = 0.001, r = 1 N m�1.
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beyond that already observed during the first few time steps. The

simulation for TR = 1 did not reach a fully conditioned solution until

t ffi 950 s, at which point the total continuity loss was 11.91%. The

quiescent simulation results shown in Figs. 3 and 4 illustrate the

elimination of the spontaneous drop shrinkage phenomena at

TR = 0, with the only observable continuity loss occurring due to

the relaxation of the initial one-dimensional equilibrium pro-

file.Applying a u = v = 128 m s�1 velocity field, continuity loss was

monitored during diagonal convection of the fully conditioned

TR = 0 and TR = 1 quiescent solutions. As seen in Fig. 3, minimal con-

tinuity loss was observed during convection for TR = 0. When TR = 1

(Fig. 4), gradual loss of continuity occured with each traversal of

the computational domain, despite a steady-state solution having

already been obtained under quiescent conditions. To characterize

any synergistic effects between spontaneous drop shrinkage and

metastable mixing, the simulation was repeated at TR = 1 for the

case where the initial system was only partially conditioned (tcondi-

tioning = 5 s). As shown in Fig. 5, the overall continuity loss was high-

er for the partially conditioned solution than the fully conditioned

solution. However, when the continuity loss under quiescent con-

ditions for the same time period was accounted for, the remaining

convective component of the partially conditioned solution’s con-

tinuity loss was almost identical to that of the fully conditioned

simulation for TR = 1. This confirms that the metastable mixing

mechanism responsible for convective continuity loss is indepen-

dent of the spontaneous drop shrinkage phenomenon.

The convection simulations were repeated with a mobility cou-

rant number of CC = 0.01 to characterize the effects of increasing

the relative magnitude of the diffusive flux on spontaneous drop

shrinkage and metastable mixing. For TR = 1, the convective com-

ponent of continuity loss improved significantly for both the par-

tially and fully conditioned cases. However, the improvement in

the partially conditioned case was offset by the acceleration of

spontaneous drop shrinkage, leading to a net increase in continuity

loss of 2.75% over that observed at CC = 0.001.

Taking into account the extended length of time required for

the TR = 1 simulation to reach a relaxed solution, one might argue

that the continuity loss observed in a shorter simulation would

be minimal. Yue et al. (2007) provided guidelines to this effect,

suggesting limits on the mobility and a reduction in the Cahn num-

ber to reduce the extent of continuity loss within a given time

frame. Even with these guidelines in place, continuity losses above

1% are not uncommonwhen reported in literature (Yue et al., 2005,

2007). The use of these guidelines is further limited by the in-

creased grid requirements and smaller time steps needed to avoid

interfacial smearing during convection when the mobility and

Cahn number are reduced. The proposed TVSED function avoids

this issue as TR ? 0, with the only significant source of continuity

loss arising from the initial relaxation of the one-dimensional equi-

librium profile.

5.4. Free surface flow: collapse of a liquid column

Scientific literature on conventional-scale free surface flows is

dominated by sharp-interface tracking techniques, where the low

relative magnitude of surface forces does not justify the increased

computational cost associated with a DI approach. Nonetheless,

the performance of new interface tracking techniques is frequently

benchmarked using free surface flow systems, such as the collapse

of a liquid column under gravity (Koshizuka and Oka, 1996; Kim

and Lee, 2003; Sochnikov and Efrima, 2003; Yue et al., 2003; Bonet

et al., 2004; Cruchaga et al., 2007). Using the experimental data of

Cruchaga et al. (2007), Koshizuka and Oka (1996) and Martin and

Moyce (1952), the interface tracking capabilities of the VOF model

built into OpenFOAM� and the TVSED function at TR = 0 and TR = 1

were compared for the case of a collapsing column of water with

initial width, L = 0.114 m, and aspect ratio, AR = H/L = 2.

The computational domain illustrated in Fig. 6 was adapted

from experiments by Cruchaga et al. (2007), in which the flow

was described for both the initial collapse and subsequent settling

of a column of water. Simulations were performed on a 140 � 210

mesh with no-slip boundary conditions on the bottom and side

Fig. 4. Continuity loss of a circular region during partial (inset) and full relaxation,

and diagonal convection at TR = 1. Other simulation parameters: 128 � 128 mesh,

ro = 16 m, / = 0.05, w = 6 m, CC = 0.001, CU = 0.001, r = 1 N m�1.

Fig. 5. Effects of TR and mobility (low, CC = 0.001; high, CC = 0.01) on continuity loss

during diagonal convection of fully and partially conditioned systems. Other

simulation parameters: 128 � 128 mesh, ro = 16 m, / = 0.05, w = 6 m, CU = 0.001,

r = 1 N m�1.

Fig. 6. Case description of a collapsing column of water (/ = 1) in air (/ = 0) with

initial width, L = 0.114 m, and aspect ratio, AR = H/L = 2.
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walls. Each case was initialized using the 1D equilibrium profile

and conditioned through the solution of Eq. (3.1) for 1000 time

steps with CC = 0.01. After initial conditioning, simulations were

carried out with the following fluid properties and parameters:

CC = 0.01, CU = DtU/Dx = 0.001, qliq = 1000 kg m�3, gliq = 0.001 Pa s,

qgas = 1.2 kg m�3, w = 0.018 m and r = 0.072 N m�1. Simulations

were performed at a gas viscosity equal to the liquid viscosity,

ggas = gliq (HV), as suggested by Cruchaga et al. (2007), and at the

real viscosity of air, ggas = 0.01gliq (LV). A low value was used for

the Courant number based on convective flow velocity, CU, to min-

imize temporal discretization error and to maximize the relative

magnitude of restorative diffusive fluxes.

Defined as the point where the / = 0.5 contour intersects the

bottom wall, the predicted leading edge position of the collapsing

column was found to be similar for the VOF, TR = 0 and TR = 1 sim-

ulations (Fig. 7). The results of each model compared well with

experimental data as well as alternative interface tracking tech-

niques reported in literature for the initial collapse of a liquid col-

umn with AR = 2 (Martin and Moyce, 1952; Takada and Tomiyama,

2006; Takada et al., 2006; Cruchaga et al., 2007). However, follow-

ing the initial collapse and contact of the leading edge with the

wall (X = 0.42 m), significant differences were observed between

the VOF and TVSED predictions. Using the VOF model as a bench-

mark, the results for TR = 0 were consistently closer than those of

TR = 1. The position of the leading edge in Fig. 7 was higher at

TR = 0 due to a degree of inter-mixing at TR = 1 in the high curvature

region near the top-corner of the column.

In Fig. 8, the peak heights for TR = 0 were closer to those of the

VOF model near t = 1 s, with both simulations predicting an inter-

mediate peak just before the large peak at t = 2 s. The VOF and

TR = 0 simulations both predicted a greater dimensionless height

close to t = 1 in Fig. 9 due to a recession of the interface from the

wall at X = 0.42 m. Such similarities were also observed in Figs.

10 and 11, whereas the results for TR = 1 differed due to spontane-

ous drop shrinkage and shearing of the interface after t ffi 0.4 s.

As shown in Fig. 11, the VOF method predicted the formation of

a thin column of droplets that eventually fall and impact with the

interface at the base of the wall. Similar results were obtained for

TR = 0, where the small droplets observed in the VOF simulation ap-

peared as a partial interface along the wall since the grid resolution

was insufficient to resolve each droplet. The eventual impact of the

droplets caused the interface to recede away from the base of the

wall, corresponding to the minima shown in Fig. 10 near t = 1 s. De-

spite the formation of a partial interface along the wall, there was

little to no smearing of the 0.01 6 / 6 0.05 region in the TR = 0 sim-

ulations. At TR = 1, significant smearing of this region occurred as

the interface travelled up and down the wall, introducing small

gradients in / in the gas phase that caused the formation of large

vortices. The vortices generated instabilities as the liquid travelled

Fig. 7. Dimensionless leading edge position, X/L, of a collapsing water column with

aspect ratio, AR = 2, obtained using the TVSED function and a VOF method with a

high air viscosity, 0.001 Pa s (HV), and a low air viscosity, 0.00001 Pa s (LV).

Fig. 8. Dimensionless height, Y/L, of a collapsing water column at X = 0 m.

Fig. 9. Dimensionless height, Y/L, of a collapsing water column at X = 0.27 m.

Fig. 10. Dimensionless height, Y/L, of a collapsing water column at X = 0.42 m.
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up the wall, resulting in the formation of the single satellite droplet

shown in Fig. 11. The droplet then proceeded to gradually disap-

pear due to spontaneous drop shrinkage, forming a metastable

mixture while still suspended above the main fluid interface. The

density of this mixture eventually caused it to fall to the base of

the geometry; however, the mass was diluted until the inertia of

the mixture impacting the liquid phase was insufficient to cause

a recession from the wall.

In the experiments of Cruchaga et al. (2007), a recession of the

interface from the wall was not recorded near t = 1. The TR = 1 sim-

ulation was also found to predict this behavior, but the similarity

was solely due to spontaneous drop shrinkage, not the physical

properties of the system. Nonetheless, the results from TR = 1 did

provide insight into the source of the subsequent discrepancies be-

tween the experimental and numerical results shown in Figs. 9 and

10. As the interface receded from the wall, surface forces and iner-

tia from droplet impacts resulted in an increase in the dimension-

less height at X = 0.27 m, leading to the over-prediction observed in

Fig. 9 near t = 1 s for both the VOF and TR = 0 simulations. Com-

bined with the error introduced by a delay due to increased droplet

falling times, the simulations only possessed qualitative similari-

ties to experimental data following the initial impact of the leading

edge with the wall at X = 0.42 m. While discrepancies between the

numerical predictions and experimental data can be partially ac-

counted for by the absence of turbulence, wall friction, and vertical

shear induced by the removal of the initial obstruction, the inclu-

sion of these factors was not required to successfully highlight

the effects of the energy function on flow predictions. Likewise,

while the solutions obtained at TR = 1 could be improved through

mesh refinement and a reduction in w and CC, the purpose of this

comparison was to demonstrate the relative performance of each

approach at mesh resolutions comparable to those commonly em-

ployed for sharp-interface tracking techniques (VOF).

These results illustrate the performance of the VOF model and

TVSED function for the case of flow with minimal curvature, negli-

gible surface forces, and little to no viscous shear acting on the

interface. As curvature and surface forces are introduced, sponta-

neous drop shrinkage is expected to be more significant at TR = 1,

with viscous shear compounding the problem by shearing off the

0 6 / 6 0.05 region. Such a system represents a worst-case sce-

nario for continuity loss, and is embodied in the simulation of a

droplet in simple.

5.5. Droplet in shear

The deformation of a droplet in low Reynolds number simple

shear flow has been studied extensively in literature for Newtonian

fluids (see reviews by Acrivos, 1983; Rallison, 1984; Stone, 1994).

In a surfactant free system operated at low Reynolds numbers,

the droplet shape and orientation are dependent on the viscosity

ratio of the droplet and suspending medium, kg ¼ gd=gs, and the

capillary number, Ca, representing the ratio of viscous (shear) force

to surface force. For low viscosity ratios, kg ? 0, and small defor-

mations, Ca� 1, the final deformation of a droplet is solely a func-

tion of Ca:

D ffi Ca ¼ roGgs

r
ð5:7Þ

where ro is the initial bubble radius, G is the shear rate, gs is the sus-

pending fluid viscosity and r is the surface tension. The dimension-

less deformation parameter, D = (l � b)/(l + b), is generally used to

quantify the degree of deformation for elliptical droplets, where l

and b are the lengths along the major and minor axes. This relation-

ship has been confirmed for Ca� 1 and kg � 1 both experimentally

and computationally (Taylor, 1932, 1934; Cox, 1969; Rallison, 1981;

Pozrikidis, 1993; Loewenberg and Hinch, 1996).

At higher capillary numbers, Ca	 1, Hinch and Acrivos (1980)

assumed that the droplet had a circular cross section, and used

slender body theory to predict l/ro for a 3D droplet:

l

ro
ffi 3:45Ca1=2 ð5:8Þ

Hence, the deformation parameter can then be estimated by fitting

the predicted value of l to an ellipsoid, calculating the correspond-

ing minor axis length which would result in a conserved droplet

volume:

D ffi ðl=roÞ � 1

ðl=roÞ þ 1
ð5:9Þ

Experiments carried out by Canedo et al. (1993) found that Eq.

(5.8) resulted in an over-prediction of droplet deformation due to

the presence of an elliptical droplet cross section. For the range

of capillary numbers evaluated (3 < Ca < 50), they found their

deformation data for 3D droplets was well described by:

Fig. 11. Temporal evolution of / following the contact of a collapsing column with a wall at X = 0.42 m for VOF (left), TR = 0 (middle) and TR = 1 (right).
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l

ro
¼ 3:1Ca0:43 ð5:10Þ

For intermediate capillary numbers and kg = O(10�7), Rust and

Manga (2002) confirmed the validity of Eq. (5.7) up to Ca ffi 0.5,

and Eq. (5.8) for Ca > 1. At values of Ca between 0.5 and 1, the

majority of measured deformations were below those predicted

by Eqs. (5.7), (5.8), and (5.10).

Two-dimensional simulations were carried out within this

intermediate capillary number range to maximize viscous shear

and droplet deformation, while avoiding the prohibitive mesh res-

olution required to capture the extremities of a droplet at high cap-

illary numbers. The parameters used for the VOF and TVSED cases

were based on the experimental values reported by Rust and Man-

ga (2002) for an air bubble suspended in corn syrup:

qs = 1360 kg m�3, gs = 137 Pa s, qd = 1.2 kg m�3, gd = 10�5 Pa s and

r = 0.082 N m�1. A droplet with radius, ro = 0.001 m, was initialized

in the center of a 0.01 m � 0.006 m 2D computational domain

using Eq. (2.10), and conditioned for 1000 time steps through the

solution of Eq. (3.1) with CC = 0.01. Following the initial condition-

ing, a steady-state solution was obtained for a shear rate of

G = 0.38481 s�1 with CU = 0.005, corresponding to a capillary num-

ber of Ca = 0.6429. Mesh independence was confirmed for TR = 0

through the comparison of results obtained at three mesh resolu-

tions: 160 � 96 cells, w = 0.000375 m; 320 � 192 cells,

w = 0.0001875 m; and 640 � 384 cells, w = 9.375 � 10�5 m.

The deformation parameter and angle of deformation at each

mesh resolution is provided in Table 1, where a 1% variation in

the predicted values is observed when the mesh resolution is dou-

bled from 320 � 192 cells to 640 � 384 cells. Under these condi-

tions, both Eqs. (5.7) and (5.8) predicted a deformation

parameter of D = 0.6429, Eq. (5.10) predicted a value of

D = 0.6082, and the analysis of Rust and Manga’s data (2002)

yielded an experimental value of D ffi 0.5853.

The transient behavior of the deformation parameter obtained

with a 320 � 192 mesh resolution is illustrated for a 2D droplet

in Fig. 12 for the VOF model and TVSED function at TR = 0 and

TR = 1. All three models yielded similar results for the initial defor-

mation, with deviations occurring as significant curvature was

introduced on the elongated ends of the air bubble. The VOF model

yielded a final deformation of D = 0.611, close to that predicted by

Eq. (5.10), while the deformations predicted at TR = 0 and TR = 1

were D = 0.587 and D = 0.557 respectively. The results for the

TVSED function approximate the empirical data from Rust and

Manga (2002), where both TR = 0 and TR = 1 yielded values of D be-

low those predicted for 3D droplets by Eqs. (5.7), (5.8), and (5.10).

The source of the discrepancy between the TR = 0 and TR = 1 results

can be determined from the distribution of / within the computa-

tional domain. The contours of / at t = 9 s are shown in Fig. 13 for

TR = 1 (left) and TR = 0 (right). As the droplet deformed, shear along

the edges of the interface smeared the 0 6 / 6 0.05 region in the

TR = 1 simulation, causing a loss in continuity and an apparent de-

crease in the equivalent initial drop radius, ro. As a reduction in ro
leads to lower values of Ca, the continuity loss resulted in a lower

prediction of the deformation parameter. The TR = 0 simulation was

a true representation of a conservative diffuse interface model,

where the 0 6 / 6 0.05 region remained intact and the equivalent

initial radius remained constant.

After the bubble reached a stable shape in each simulation, the

shear flow was removed and the bubble was allowed to relax to its

original shape. Fig. 14 illustrates the variation in the bubble shape

during relaxation by plotting the normalized major axis length,

(l � ro)/(lo � ro), versus t/s, where lo is the initial major axis length

of the deformed bubble, and s is the surface tension time scale or

characteristic relaxation time (Toramaru, 1988; Guido and Greco,

2001):

s ¼ rogs

r
ð5:11Þ

For an air bubble in corn syrup, s ffi 1.67 s. Rust and Manga (2002)

also provided an exponential fit for their experimental data, where

the shape of a relaxing droplet was approximated by:

l� ro
lo � ro

¼ e�0:67ðt=sÞ ð5:12Þ

The variation in bubble shape for TR = 0 was almost identical to

experimental values reported for similar initial radii. While the

VOF model closely matched Eq. (5.12) during the initial relaxation,

the formation of spurious velocity currents resulted in a slower

relaxation rate as the droplet neared its original shape. For TR = 1,

the relaxation rate was slightly over-predicted due to smearing

of the interface and continuity loss as the initially rapid contraction

of the bubble occurred. The smeared region was eventually re-

stored, where the slower relaxation rate from t/s = 2 to 4 was the

result of a gradual reversal of the continuity loss observed shortly

after shear flow was removed. This behavior can be seen in Fig. 15,

where the percentage continuity loss of the TR = 1 simulation is re-

duced from 1.56% at t = 2s to 1.48% at t = 4s, representing approx-

imately 50% of the continuity loss that occurred after the shear

flow was removed. It is noteworthy that continuity loss was negli-

gible throughout deformation and relaxation at TR = 0, highlighting

the advantages of TR = 0 over TR = 1 for simulating shear flow.

6. Concluding remarks

This paper explored the energy dependency of the three mecha-

nisms responsible for continuity loss for a range of quadratic simpli-

fied energy densities described by the TVSED function. The existing

limitations of the DI approach were illustrated through the solution

of three scalar transport benchmark cases solved at TR = 0 and TR = 1:

perceived continuity loss of a quiescent droplet (Section 5.1), spon-

taneous merging of adjacent droplets (Section 5.2), and continuity

Table 1

Mesh dependence of the deformation parameter and the angle between the major

droplet axis and x-axis at t = 9 s for TR = 0.

Mesh resolution 160 � 96 320 � 192 640 � 384

w = 0.000375 w = 0.0001875 w = 9.375 � 10�5

Deformation 0.5068 0.5899 0.5826

Angle 23.40 20.36 20.59

Fig. 12. Predicted deformation of an air droplet suspended in corn syrup due to

simple shear: ro = 0.001 m, kg = 7.3 � 10�8, Ca = 0.6429, Re = 3.82 � 10�6.
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lossduringscalar transport (Section5.3). Inbrevity, freeenergyanal-

ysis and scalar transport simulations in Section 5.1 and Section 5.3

illustrated the elimination of spontaneous drop shrinkage as

TR ? 0, where interfacial smearing during convection was signifi-

cantly reduced due to the absence of a metastable thermodynamic

region. The independence of spontaneous drop shrinkage and

convective smearing was confirmed through diagonal convection

simulations of partially and fully relaxed initial conditions, as illus-

trated by the overlap of convective continuity losses shown in

Fig. 5. At TR = 0, continuity loss was minimized, the adsorption of

adjacent droplets through the metastable region was eliminated,

and themobilityparameter couldbe selectedbasedon temporal sta-

bility constraints instead of continuity-based constraints.

Two typical two-phase flow benchmark simulationswere solved

to compare the performance of the proposedDImethod at TR = 0 and

TR = 1 to that of the VOF approach. The collapsing column simulation

shown in Fig. 11 illustrated the similarities between VOF and TR = 0

results with minimal mesh refinement, while providing a clear

example of spontaneous drop shrinkage impacting interfacial

behavioratTR = 1. Simulationsofdropletdeformationandrelaxation

in simple shear flow highlighted the performance improvements of

the proposed approach. At TR = 1, continuity losses caused by por-

tions of the interface shearing away resulted in an under-prediction

of the deformationparameter and an inconsistent droplet relaxation

rate. In contrast, continuity was conserved at TR = 0, with the pre-

dicteddroplet deformationand relaxation rates in reasonable agree-

mentwith empirical data reportedbyRust andManga (2002).While

mesh refinement and a reduction inw and CCwould yield improved

results at TR = 1, the purpose of this comparisonwas to demonstrate

the relative performance of each approach atmesh resolutions com-

parable to those commonly employed for sharp-interface tracking

techniques (VOF).

This work has effectively eliminated the continuity-loss mecha-

nisms responsible for the constraints placed on the mobility

parameter and interfacial width, thereby reducing the mesh

requirements in 2D and 3D simulations and improving the overall

performance of the DI method. As such, the relative performance of

the proposed implementation has been discussed for each two-

phase benchmark case, rather than the detailed physics involved.

Nonetheless, the proposed TVSED function was implemented and

validated in a fully parallelized math-based 3D unstructured mesh

solver with adaptive meshing capabilities, and can be extended to

multi-phase flow in complex 3D geometries.
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Appendix A. Supplementary material

Supplementary data associated with this article can be found, in

the online version, at doi:10.1016/j.ijmultiphaseflow.2011.02.002.

Fig. 13. Contours of / at t = 9 s for the simulation of an air bubble under shear, carried out using the TVSED function at TR = 0 (right) and TR = 1 (left).

Fig. 14. The relaxation of an air bubble’s shape after shear flow is ceased for VOF

and TVSED simulations: ro = 0.001 m, kg = 7.3 � 10�8, Ca = 0.6429, Re = 3.82 � 10�6.

Predicted values are based on the empirical fit to experimental data reported by

Rust and Manga (2002).

Fig. 15. Continuity loss during droplet deformation in shear and subsequent

relaxation for VOF and TVSED based simulations of an air bubble suspended in corn

syrup.
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