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Feature Selection in Haptic-based Handwritten Signatures Using Rough Sets

Nizar Sakr, Fawaz A. Alsulaiman, Julio J. Valdés, Abdulmotaleb El Saddik, Nicolas D. Georganas

Abstract—This paper explores the use of rough set theory for feature selection in high dimensional haptic-based handwritten signatures (exploited for user identification). Two rough set-based methods for feature selection are analyzed, the first is a greedy approach while the second relies on genetic algorithms to find minimal subsets of attributes. Also, to further reduce the haptic feature space while maximizing user identification accuracy, a method is proposed where feature vectors are subsampled prior to the feature selection procedure. Rough set-generated minimal subsets are initially exploited to determine the importance of different haptic data types (e.g. force, position, torque and orientation) in discriminating between different users. In addition, a comparison between rough set-based methods and classical machine learning techniques in the selection of minimal information-preserving subsets of features in high dimensional haptic datasets, is provided. The criteria for comparison are the length of the selected subsets of features and their corresponding discrimination power. Support Vector Machine classifiers are used to evaluate the accuracy of the selected minimal feature vectors. The results demonstrated that the combination of rough set and genetic algorithm techniques can outperform well-established machine learning methods in the selection of minimal subsets of features present in haptic-based handwritten signatures.

I. INTRODUCTION

Haptics is a fast emerging technology that permits touch-enabled interaction with virtual environments. Its applications are wide, and range from surgical simulation to gaming and entertainment. Many current and future applications of haptic technologies in rehabilitation, security, training and simulation, medicine and entertainment, involve the analysis and interpretation of recorded haptic information in order to possibly reveal patterns and relationships in the data. However, regardless of the intended haptic application, the number of resulting features are significantly large (in the thousands range) as the recorded information typically consists of multidimensional time-varying data, e.g. force, torque, position, velocity, orientation, etc. Consequently, when dealing with such high-dimensional datasets, reduction of the number of acquired features through feature selection is highly desirable.

Feature selection refers to the process of identifying an optimum subset of features from a much larger set of potentially useful features [1]. Reducing the size of a large dataset offers numerous well-known advantages. These benefits are especially apparent in a knowledge discovery system in which a classification model is built to distinguish between possible patterns in the data. With this in mind, probably the most important advantage is the fact that feature reduction can help alleviate the “curse of dimensionality” problem. Furthermore, excluding noisy, redundant and irrelevant features could potentially improve the accuracy and generalization properties of the classification model. Also, a smaller subset of features reduces the space complexity of the classification problem and consequently decreasing the computational overhead, and speeding up the learning process.

The dataset in this study consists of a collection of haptic-based handwritten signatures acquired using a haptic-enabled biometric application developed at DISCOVER laboratory of the University of Ottawa. Biometric systems provide a solution to ensure that protected services are solely accessible by a legitimate user. This is achieved while relying on users’ behavioral and/or physiological characteristics. In recent years, the possible use of haptic devices in biometric systems has been suggested to enable improved user identification/verification performance over more traditional techniques, such as those based on handwritten signatures.

Feature selection in high dimensional haptic data has been little explored in the literature. In [1], [2], Orozco et al. relied on the same dataset exploited in this paper in order to demonstrate the feasibility of a haptic based user authentication system. Feature selection is performed while relying on a relative entropy measure, which the author interpret as a pseudo-metric that defines the distance between an individual’s features and those of the entire population of users. The authors however, distribute the high dimensional attributes of each signature across different instances, i.e. position, velocity, orientation, torque and force data acquired at time $t_1$ are assigned to instance $Inst_1$, data acquired at time $t_2$ are assigned to instance $Inst_2$, etc., yielding a number of instances per user signature with only few attributes per instance. It is evident however that a more logical and adequate approach would be to assign all the generated haptic data attributes per signature to a single instance, i.e. each instance contains the entire (haptic-based) signature for a single user. This approach can lead to better analysis and interpretation of the haptic dataset, and improve discrimination between users. This however comes at the expense of having to deal with instances that possibly consist of thousands of attributes. In one of the authors’ recent papers [4] haptic feature vectors were redefined using the approach suggested above (all haptic data attributes associated with a single signature are
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The purpose is to approximate a rough concept. A rough concept is a mathematical approach to deal with vagueness and uncertainty in data analysis. The theory is based on the assumption that some information is associated with every object of the universe of discourse. In contrast to crisp sets, rough sets cannot be uniquely defined in terms of their elements. Objects characterized by the same information are considered indiscernible. The indiscernibility relation constructed in this manner is the mathematical foundation of rough set theory. The purpose is to approximate a rough concept using a pair of crisp sets, determined through the indiscernibility relation. The crisp sets are called the lower and upper approximations of the rough concept. The lower approximation consists of all objects that certainly belong to the set and the upper approximation contains all objects that possibly belong to the set. The boundary region is defined as the difference between the upper and the lower approximation, and consists of objects that cannot decisively be labeled as members or non-members of the set. A formal definition of the above notations and others required for a better understanding of this paper are given below.

\( a \) Information System: an information system is a pair \( A = (U, A) \) where \( U \) is a non-empty finite set of objects and \( A \) is a non-empty finite set of attributes such that \( a : U \rightarrow V_a \) for every \( a \in A \), where \( V_a \) corresponds to the value set of \( a \). An important subclass of an information system is called a decision table. It consists of any information system of the form \( A = (U, A\cup\{d\}) \), where \( d \in A \) is the decision attribute and the elements of \( A \) are the condition attributes.

\( b \) Discernibility Matrices: A discernibility matrix \( M_A \) is defined as an \( |U| \times |U| \) matrix of the information system \( A \). Each entry \( M_A(x, y) \subseteq A \) consists of the set of attributes that can be exploited to discern between objects \( x, y \in U \) as in Eq-1 and 2.

\[
M_A(x, y) = \{ a \in A : \text{discerns}(a, x, y) \} \quad (1)
\]

\[
\text{discerns}(a, x, y) \iff a(x) \neq a(y) \quad (2)
\]

where, \( \text{discerns}(a, x, y) \) may be tailored to the application of interest.

\( c \) Indiscernibility Relations: A discernibility matrix \( M_A \) defines a binary relation \( R_A \subseteq U^2 \). The relation \( R_A \) is referred to as an indiscernibility relation \( [8] \) (See Eq-3) with respect to \( A \), and expresses which pairs of objects cannot be distinguished from each other.

\[
x R_A y \iff M_A(x, y) = \emptyset \quad (3)
\]

\( d \) Discernibility Functions: A discernibility function \( [8] \) defines how an object (or a set of objects) can be discerned from a subset of the full universe of objects. Specifically, discernibility functions can be defined relative to a particular object, or constructed such that all objects can be discerned from each other. In the former case, the function is constructed relative to an object \( x \in U \) from a discernibility matrix \( M_A \) according to Eq-4.

\[
f_A(x) = \prod_{y \in U} \left\{ \sum a^* : a \in M_A(x, y) \text{ and } M_A(x, y) \neq \emptyset \right\} \quad (4)
\]

The function \( f_A(x) \) contains \( |A| \) Boolean variables, where variable \( a^* \) corresponds to attribute \( a \). Each conjunction of \( f_A(x) \) stems from an object \( y \in U \) from which \( x \) can be discerned and each term within that conjunction represents an attribute that discerns between those objects. The prime implicants of \( f_A(x) \) provide the minimal subsets of \( A \) that are required to discern object \( x \) from the objects in \( U \) that are associated with \( R_A(x) \). Conversely, in order to discern all objects in \( U \) from each other the full discernibility function \( g_A(U) \) is defined as

\[
g_A(U) = \prod_{x \in U} f_A(x).
\]
e) Reducts: If an attribute subset \( B \subseteq A \) preserves the indiscernibility relation \( R_A \) then the attributes \( A \setminus B \) are said to be dispensable. An information system can have several such attribute subsets \( B \). All such subsets that do not contain any dispensable attributes (i.e. minimal subsets), are called reducts. However, the problem of computing all reducts (or a minimum-length reduct) is NP-hard, and several heuristics have been proposed [10]. This issue is discussed further in the following section.

B. Reduct Computation

Two different algorithms to compute reducts or reduct approximations are exploited in this paper. Reduct approximations generate attribute subsets that in a sense “almost” preserve the indiscernibility relation. As minimum-length reduct computation (which is of great interest in feature selection) is NP-hard, reduct approximation can therefore be found to be necessary especially when the number of attributes \(|A|\) is very high.

- Johnson Algorithm

Johnson’s algorithm is a polynomial-time heuristic approach that invokes a variation of a simple greedy algorithm to compute a single reduct [12], [8]. The algorithm has a natural tendency towards finding a single prime implicant of minimal length. A step by step illustration of the algorithm is depicted below, where \( B \) corresponds to the computed reduct, and \( S \) denotes the set of sets corresponding to the discernibility function. Also, \( w(S) \) denotes a weight for set \( S \) in \( S \) that is automatically computed from the data [8].

1) Let \( B = \emptyset \)
2) Let \( a \) denote the attribute that maximizes \( \sum w(S) \), where the sum is taken over all sets \( S \) in \( S \) that contain \( a \).
3) Add \( a \) to \( B \).
4) Remove all sets \( S \) from \( S \) that contain \( a \).
5) If \( S = \emptyset \) return \( B \). Otherwise, goto step 2.

Computation of approximate reducts is performed by aborting the loop when “enough” sets have been removed from \( S \). This approach is computationally more efficient than exiting the loop only when \( S \) is entirely emptied.

- Genetic Reducer

This method relies on a genetic algorithm to compute minimal hitting sets (reducts), as depicted in [13], [14]. The technique has support for both cost information and approximate solutions. Moreover, the algorithm’s fitness function \( f \) is defined as follows:

\[
f(B) = (1-\alpha) \times \frac{\text{cost}(A) - \text{cost}(B)}{\text{cost}(A)} + \alpha \times \min\{\varepsilon, h(B)\},
\]

where \( S \) is the set of sets that correspond to the discernibility function. The parameter \( \alpha \) defines a weighting between subset cost and hitting fraction \( h(B) \), while \( \varepsilon \) controls approximate solutions as it represents a minimal value for the hitting fraction. The hitting fraction \( h(B) \) is defined as the ratio of the number of nonempty intersection of the subset \( B \) with \( S \) over the multiset’s (\( S \)) cardinality as follows:

\[
h(B) = \frac{|\{S \in S| S \cap B \neq \emptyset\}|}{|S|}.
\]

The function \( \text{cost}(\cdot) \) specifies the cost of an attribute subset. Moreover, subsets \( B \) of \( A \) are found through the evolutionary search driven by the fitness function, where sets that have a hitting fraction of at least \( \varepsilon \), are collected in a “keep list”. The genetic operators crossover, mutation and inversion are used in the algorithm, whereas selection is done by universal stochastic sampling.

C. Support Vector Machine Classification

The aim of Support Vector Machine (SVM) classification [17], [18] is to derive a computationally efficient approach of learning accurate separating hyperplanes in a high dimensional feature space. Without loss of generality, given the set of training vectors belonging to two separate classes,

\[
D = \{(x^1, y^1), \ldots, (x^l, y^l)\}, \quad x \in \mathbb{R}^n, y \in \{-1, 1\},
\]

the SVM requires the solution of the following optimization problem:

\[
\begin{align*}
\min_{w,b,\xi} \quad & \frac{1}{2}w^Tw + C \sum_{i=1}^l \xi_i \\
\text{subject to} \quad & y_i(w^T\phi(x_i) + b) \geq 1 - \xi_i, \quad \xi_i \geq 0.
\end{align*}
\]

where \( \xi_i \) are slack variables that generalize the SVM approach to allow some classification errors, whereas \( C > 0 \) is a penalty parameter of the error term that must be chosen to reflect the knowledge of the noise present in the data. Moreover, in Eq-7, the training vectors \( x_i \) are mapped into a higher dimensional space by the function \( \phi \). With an appropriate nonlinear mapping \( \phi(\cdot) \) to an adequate high dimension, data from two categories can always be separated by a hyperplane. In order for this mapping to be computationally feasible, a kernel function \( K(x_i, x_j) = \phi(x_i)^T\phi(x_j) \) is typically exploited. Many commonly used functions can be used to perform this mapping, including polynomial, radial basis functions and certain sigmoid functions.

III. EXPERIMENTAL SETTINGS

In this section, the haptic-enabled virtual check application will be depicted followed with a concise description of the haptic data acquisition and preprocessing procedures.

A. Haptic-enabled Virtual Environment

The experiments are performed using the Reachin Display [6], which integrates a haptic device with stereo graphics for an immersive and high quality 3D experience. The Reachin visuo-haptic interface enables users to see and touch virtual objects at the same location in space. This approach enables a superior integration of vision and touch than a conventional
2D screen-based display. The haptic stimulus is sensed using the SensAble PHANTOM Desktop force-feedback device, which is equipped with an encoder stylus that provides 6-degree-of-freedom single contact point interaction and positional sensing. In the case presented here, the visual stimuli consist of a virtual pen and a virtual check on which users can record their handwritten signature. The latter haptic-enabled virtual environment has been selected since handwritten signatures have been widely accepted as a mean to prove authenticity and authorship of a document. Conversely, the haptic stimuli are force and frictional feedback that attempt to mimic the tactile sensations felt when signing a traditional paper check. More specifically, the check is built on an elastic membrane surface with particular texture features, providing the users with a user-friendly and realistic feel of the virtual object. Moreover, the virtual check application records a wide array of haptic attributes that depict a user’s physical and behavioral traits.

B. Haptic data acquisition and preprocessing

The haptic-based handwritten signatures were diligently obtained from 13 different participants, where 10 signatures are collected per individual. The data acquired depict various distinct haptic features as a function of time. A number of haptic data types are considered that characterize the instantaneous state of the haptic system, including, three-dimensional position, force (pressure exerted on the virtual check), torque, and angular orientation. Furthermore, the multi-feature and multidimensional haptic data are recorded at 100 Hz. As the data is time-varying, the resulting number of attributes per signature is in fact the number of haptic data types considered (position, force, torque, …) times the number of samples recorded per data type during each signature acquisition. This evidently leads to significantly large feature vectors that encompass thousands of haptic-based attributes. Accordingly, the obtained feature vectors were normalized (upsampled/downsampled) to a common length of 10000. This length was selected in such a manner to minimize the information loss that is most apparent when downsampling is performed. Consequently, the computed preprocessed dataset contains 130 instances, where each consists of 10000 features. Furthermore, prior to redundant computation the preprocessed dataset is descritized using a boolean reasoning approach [19] and equal frequency binning [8].

IV. Results

The presented results aim to analyze the performance of rough set-based feature selection in high dimensional haptic signatures (used for user identification). This is achieved while comparing the results obtained using rough set-based feature selection algorithms with those acquired using two other methodologies: (1) feature reduction through haptic data subsampling, and (2) feature selection using classical machine learning based techniques. In the former case, the time-varying and low-frequency nature of hand movements (when signing a check) is exploited to reduce the number of features. Specifically, the normalized haptic signatures

<table>
<thead>
<tr>
<th>No. of features per dataset</th>
<th>5-fold CV on all objects</th>
<th>Train 60%, Test 40%</th>
<th>Train 80%, Test 20%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5-fold CV (%)</td>
<td>Classif. (%)</td>
<td>5-fold CV (%)</td>
</tr>
<tr>
<td>10000</td>
<td>90.8</td>
<td>87.2</td>
<td>88.5</td>
</tr>
<tr>
<td>5000</td>
<td>91.5</td>
<td>87.2</td>
<td>88.5</td>
</tr>
<tr>
<td>25000</td>
<td>92.3</td>
<td>87.2</td>
<td>88.5</td>
</tr>
<tr>
<td>2000</td>
<td>91.5</td>
<td>87.2</td>
<td>88.5</td>
</tr>
<tr>
<td>1000</td>
<td>90.8</td>
<td>87.2</td>
<td>88.5</td>
</tr>
<tr>
<td>500</td>
<td>90.8</td>
<td>87.2</td>
<td>88.5</td>
</tr>
<tr>
<td>250</td>
<td>90.8</td>
<td>85.9</td>
<td>88.5</td>
</tr>
<tr>
<td>200</td>
<td>88.5</td>
<td>88.5</td>
<td>84.6</td>
</tr>
<tr>
<td>150</td>
<td>86.2</td>
<td>85.9</td>
<td>82.7</td>
</tr>
<tr>
<td>100</td>
<td>86.2</td>
<td>83.3</td>
<td>80.8</td>
</tr>
<tr>
<td>80</td>
<td>86.9</td>
<td>73.1</td>
<td>80.8</td>
</tr>
<tr>
<td>50</td>
<td>80.0</td>
<td>75.6</td>
<td>84.6</td>
</tr>
<tr>
<td>20</td>
<td>74.6</td>
<td>73.1</td>
<td>67.3</td>
</tr>
</tbody>
</table>
| 10                          | 67.7                     | 67.9                | 61.5                | 72.1                | 69.2

<table>
<thead>
<tr>
<th>No. of Features</th>
<th>Train 60%, Test 40%</th>
<th>Train 80%, Test 20%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5-fold CV (%)</td>
<td>Classif. (%)</td>
</tr>
<tr>
<td>10000</td>
<td>5</td>
<td>78.2</td>
</tr>
<tr>
<td>5000</td>
<td>5</td>
<td>82.1</td>
</tr>
<tr>
<td>25000</td>
<td>5</td>
<td>78.2</td>
</tr>
<tr>
<td>2000</td>
<td>5</td>
<td>61.5</td>
</tr>
<tr>
<td>1000</td>
<td>5</td>
<td>61.5</td>
</tr>
</tbody>
</table>
discussed in Section III-B (10000 features/object) are further subsampled to reduce the number of features while possibly retaining the discrimination power in the data, despite some information loss. In the latter case, two different machine learning-based feature selection techniques are evaluated: Best First, and Subset Size Forward Feature Selection. A brief description of each method is later depicted in Section IV. In all cases, SVM classifiers are exploited to evaluate the accuracy of the selected minimal feature vectors.

A. Feature reduction based on haptic data subsampling

The results obtained using the haptic data subsampling feature reduction strategy are illustrated in Table I. Essentially, the original feature vectors are reduced in length using different subsampling factors (generated subsets range from 10000 features to as few as 10 features per object). Then, using an SVM classifier, a 5-fold cross-validation (CV) is initially performed on each of the generated subsets of features (on all objects). The purpose of cross-validation in this case is to provide us with an estimate of the discrimination power preserved in the reduced sets. Also, for each subset, two distinct datasets are generated: one that divides the objects (haptic signatures) into 60% training and 40% test sets, whereas the other divides the objects into 80% training and 20% test sets. The 5-fold CV accuracy on the training data and the classification accuracy of test data is then computed as reported in Table I. One interesting observation from the provided results (while inspecting the cross-validation and classification rates) is that subsets with as few as 1000 features seem to preserve the discrimination power achieved with the original haptic dataset (10000 features per object). Consequently, feature selection methods discussed in subsequent sections will be analyzed using the original dataset and generated subsets with a number of features $\geq 1000$. This should give us some insights on the possibility of combining feature vector subsampling with feature selection methods in order to further reduce the haptic feature space while maximizing discrimination between users.

B. Feature selection in haptic data using Johnson’s algorithm

The feature selection results achieved using the rough set theory-based Johnson algorithm are depicted in Table II (columns labeled No. of SF describe the number of selected features). Reduct computation is performed on the original dataset (10000 features per object), as well as on undersampled versions of the data which include subsets containing 5000, 2500, 2000, and 1000 features per object. Also, for each subset, two distinct datasets are generated: one that divides the objects (haptic signatures) into 60% training and 40% test sets, whereas the other divides the objects into 80% training and 20% test sets. The 5-fold CV accuracy on the training data and the classification accuracy of test data is then computed as reported in Table II. Overall, approximate reducts (minimal subsets) obtained using Johnson’s greedy algorithm did not demonstrate significant improvement (when inspecting the length of the reducts and the corresponding classification rates) over subsets generated when relying solely on feature vector subsampling. Nevertheless, in certain cases some improvements were apparent. For example, considering the case when reduct computation is performed on the 60% training set with 2500 features, a minimal subset of length 5 is obtained, with a classification rate of 78.8%. This suggests a feature reduction improvement by a factor of at least 4 in comparison to subsampling where even with a feature vector of length 20, the classification rate is a mere 67.3 (See Table I when 60% training data are considered).

C. Feature selection in haptic data using the Genetic Reducer algorithm

1) Comparison between the Genetic Reducer algorithm and data subsampling: The feature selection results achieved using the rough set theory-based Genetic Reducer technique are presented in Table III. Minimal hitings sets (reducts) are computed using the algorithm’s default parameters, i.e. mutation probability $= 0.05$, crossover probability $= 0.3$, population size $= 70$. In order to compute reducts within reasonable computation time, approximate solutions were sought with a hitting fraction $= 0.95$. As in Section IV-B, reduct computation is performed on the original dataset (10000 features per object), and on subsampled subsets ranging from 5000 to as few as 1000 features per object. Also, two versions of each subset is created, one that divides the objects into 60% training and 40% test sets, whereas the second divides the objects into 80% training and 20% test sets. For each version of every subset, 20 independent runs of the GA-based reduct computation procedure was conducted and the top 10% of the reducts obtained are selected (i.e. in this case, the top 2 reducts). Reducts are selected based on the best compromise between the following two criteria: (1) maximum 5-fold CV accuracy on the training data and, (2) hitting set (reduct) is of minimal length. The top two reducts computed for each subset are reported in Table III. A comparison between the results presented in
Tables I and III reveals that approximate reducts computed using the Genetic Reducer algorithm led to significant feature reduction improvements over subsets generated using strictly feature vector subsampling. For example, considering the case when reduct computation is performed on the 60% training set with 5000 features, a minimal subset of length 61 is obtained, with a classification rate of 88.5%. This is a feature reduction improvement by a factor of approximately 4 in comparison to subsampling, where a classification rate of 88.5% is only obtained with subsampled feature vectors of length $\geq 250$ (see Table I when 60% training data are considered).

2) Relevance of haptic data types in user identification:
Feature selection using a rough set-based approach is also exploited to determine the importance of different haptic data types in discriminating between different users. As aforementioned, haptic data types include three-dimensional force, position, torque, and orientation (exceptionally, orientation is one-dimensional as it consists of the haptic device’s tracker angle). In Fig. 1, box plots are provided illustrating the frequency of different haptic data types in subsets generated using the Genetic Reducer algorithm when 60% training data (Fig. 1 (a)), and 80% training data (Fig. 1 (b)), are considered. Specifically, the reducts considered are those presented in Table III, and that are associated with subsets ranging from 10000 to 2500 features. Subsets with 2000 and 1000 features per object were not considered due to their low CV performance on the training data. It can be observed that overall, haptic data types are approximately of equal importance when exploited for user identification. Specifically, position information ($P_x$, $P_y$, and $P_z$) appear approximately as frequently as haptic-specific data types, i.e. force, torque and orientation ($F_x$, $F_y$, $F_z$, $T_x$, $T_y$, $T_z$ and $O$) in the generated reducts. This is an interesting result as the apparent importance of haptic-specific data types suggests that haptic-based handwritten signatures can potentially significantly outperform traditional handwritten signatures (in user identification applications) as the latter rely solely on position information.

D. An in-depth analysis of the Genetic Reducer algorithm

In order to gain better insight into the reduct computation capabilities of the Genetic Reducer method, the experiments presented in Section IV-C were repeated while varying the most fundamental genetic parameters of the algorithm. Specifically, the parameters crossover probability and mutation probability were assigned values ranging from 0.3 to 0.7 and 0.01 to 0.05 respectively as depicted in Table IV. Moreover, to avoid much redundancy in the presented results, the analysis was performed solely on the (subsampled) subset with 2500 features per object. In fact, in Table I, it is observed that subsets with 2500 not only preserve the discrimination power of the original datasets, but also achieve a better CV result when all the objects are considered. Two versions of the subset were created, one that divides the objects into 60% training and 40% test sets, whereas the second divides the objects into 80% training and 20% test sets. Similar to Section IV-C.1, for every crossover probability and mutation probability value assignment, 20 independent runs of the GA-based reduct computation procedure was conducted and only the top two reducts were selected (see Table IV). A first inspection of the results reveals that reduct computation with higher crossover probabilities resulted in hitting sets that are shorter in length, but only at the expense of classification accuracy. This observation is more pronounced when 60% training sets are considered. Furthermore, it can be observed that generally, a higher classification accuracy is found with reducts generated using a low mutation probability of 0.01. This observation however is more pronounced when 80% training sets are considered.
E. Feature selection using the rough set theory Vs classical machine learning-based algorithms

In this section a comparison between rough set-based methods and classical machine learning techniques in the selection of minimal information-preserving subsets of features in high dimensional haptic datasets is presented. The machine learning methods were evaluated using the WEKA environment [20], a public data mining library in Java for feature selection and classification. WEKA contains several methods for searching through the space of feature subsets, as well as evaluation measures for features and feature subsets. Different search and evaluation methods can be combined as desired by the user. In this work, two search methods capable of handling high dimensional datasets within reasonable computation time are considered: Best First, and Subset Size Forward Selection. Best First Searches the space of attribute subsets by greedy hillclimbing augmented with a backtracking facility. Setting the number of consecutive non-improving nodes allowed controls the level of backtracking done. Conversely, Subset Size Forward Selection [16] is a recent algorithm that modifies the standard search method known as forward selection to yield computationally efficient wrapper-based feature selection technique for high-dimensional data. Explicit subset size determination in forward selection is also achieved to combat overfitting, where the search is forced to stop at a precomputed optimal subset size. In addition, Correlation-based Feature Selection (CFS) [15] was selected as the feature evaluation method (combined with the Best First and Subset Size Forward Selection search methods). CFS evaluates the worth of a subset of attributes by considering the individual predictive ability of each feature along with the degree of redundancy between them. Subsets of features that are highly correlated with the class while having low intercorrelation are preferred.

Similar to Sections IV-B and IV-C, feature selection using the machine learning techniques is performed on the original dataset (10000 features per object), and on subsampled subsets ranging from 5000 to as few as 1000 features per object. Also, two versions of each subset is created, one that divides the objects into 60% training and 40% test sets, whereas the second divides the objects into 80% training and 20% test sets. First, considering the case when feature selection is performed on the 80% training sets, it can be observed that between the two techniques, Best First generated the subset with the highest classification rate. The minimal subset is of length 103, and achieves a classification rate of 88.5% on the test data. Conversely, the subset with the highest classification accuracy obtained with feature selection using the Genetic Reducer algorithm is a minimal approximate reduct of length 61, with a classification rate of 88.5% (see Table III). This is a feature reduction improvement by a factor of approximately 1.7 (in comparison to the machine learning techniques). Furthermore, considering the case when feature selection is performed on the 80% training sets, it can be observed that between the two techniques, Subset Size Forward Selection generated the subset with the highest classification rate. Specifically, the minimal subset is of length 63, and achieves an impressive classification rate of 92.3% on the test data. Conversely, the subset with the highest classification accuracy obtained with feature selection using the Genetic Reducer algorithm is a minimal approximate reduct of length 136, with a classification rate of 92.3% on the test data.

### TABLE IV

Classification analysis of reducts generated using the Genetic Reducer algorithm while varying the mutation and crossover probability parameters.

<table>
<thead>
<tr>
<th>GA Parameters</th>
<th>Train 60%, Test 40%</th>
<th>Train 80%, Test 20%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of SF</td>
<td>5-fold CV (%)</td>
</tr>
<tr>
<td>Crossover Prob.</td>
<td>Mutation Prob.</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.01</td>
<td>77</td>
</tr>
<tr>
<td>0.3</td>
<td>0.03</td>
<td>35</td>
</tr>
<tr>
<td>0.5</td>
<td>0.01</td>
<td>50</td>
</tr>
<tr>
<td>0.5</td>
<td>0.03</td>
<td>19</td>
</tr>
<tr>
<td>0.7</td>
<td>0.01</td>
<td>27</td>
</tr>
<tr>
<td>0.7</td>
<td>0.03</td>
<td>18</td>
</tr>
<tr>
<td>0.7</td>
<td>0.05</td>
<td>9</td>
</tr>
<tr>
<td>0.7</td>
<td>0.05</td>
<td>28</td>
</tr>
</tbody>
</table>

- **Train 60%, Test 40%**: Results show a 83.3% classification rate on the training data and a 82.7% on the test data.
- **Train 80%, Test 20%**: Results show a 86.5% classification rate on the training data and a 96.2% on the test data.

**GA Parameters**: Crossover Prob. and Mutation Prob.

**Train 60%, Test 40%**: No. of SF, 5-fold CV (%), Classif. (%)

**Train 80%, Test 20%**: No. of SF, 5-fold CV (%), Classif. (%)
of 96.2%. However, if the algorithm’s genetic parameters are selected such that crossover probability = 0.5 and mutation probability = 0.01, approximate reducts with as few as 37 features, and a corresponding classification rate of 96.2% can be achieved (See Table IV). However, the latter comparison is not entirely fair as results using machine learning techniques with default parameters are compared to a rough set-approach with adapted parameters. Nevertheless, the comparison is only intended to illustrate that rough-set based feature selection techniques can, in most cases, (possibly) potentially overcome machine learning techniques.

V. CONCLUSION

Feature selection using concepts from rough set theory proved to be a promising way to reduce the high dimensionality of haptic-based handwritten signatures when exploited for user identification. The results demonstrated that the combination of rough set and genetic algorithm techniques can potentially outperform well-established classical machine learning-based feature selection algorithms when analyzing haptic datasets. Furthermore, it was determined that feature selection performance using rough sets can be further improved if haptic datasets are moderately subsampled prior to the reduce computation procedure. In addition, minimal subsets generated using rough set-based approaches were exploited to determine the importance of different haptic data types (e.g. force, position, torque and orientation). Interestingly, it was observed that overall, the data types were approximately of equal importance when used to discriminate between different haptic users. As for the future work, it would be of interest to investigate the possible haptic feature selection improvements that could result if a multi-objective genetic algorithm is exploited in the reduce computation procedure. A multi-objective approach can better overcome the conflicting properties of reducts, of having small cardinality and the ability to discern among all objects.
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TABLE V
CLASSIFICATION ANALYSIS OF FEATURE SUBSETS GENERATED USING CLASSICAL MACHINE LEARNING

<table>
<thead>
<tr>
<th>Original Attributes</th>
<th>Best First</th>
<th>Subset Size Forward Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of SF</td>
<td>5-fold CV (%)</td>
</tr>
<tr>
<td>10000</td>
<td>153</td>
<td>93.6</td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>114</td>
</tr>
<tr>
<td></td>
<td>2500</td>
<td><strong>103</strong></td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>71</td>
</tr>
</tbody>
</table>

Train 60%, Test 40% | Train 80%, Test 20% | Train 80%, Test 20%